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#### Abstract

An innovative algorithm to synthesize a non-uniform sparse planar array with as few elements as possible is proposed in this paper. The algorithm is aimed at multiple different beampatterns, and can directly estimate the exact positions of the planar array elements, avoiding the problem of coordinate pairing between X-axis and Y-axis. To achieve this, the proposed method utilizes the rotational invariance caused by the translation invariant structure of the steering vector. It derives the array element position from the data matrix based on unitary ESPRIT and employs a low-rank approximation operation to construct a matrix containing the position information of the reconstructed sparse array elements. Automatic pairing is then realized by assigning the real and imaginary parts of the matrix eigenvalues to the abscissa and ordinate of elements one-to-one. The paper presents two different simulation scenarios to demonstrate the performance of the proposed algorithm, with the results showing a reduction in the number of array elements by $20 \%-30 \%$ while ensuring low reconstruction error, low time, and space complexity. Overall, the proposed algorithm provides an effective solution for synthesizing non-uniform sparse planar arrays with fewer elements, which can significantly reduce costs and complexity in various applications.
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## 1. Introduction

Synthesizing the desired beampattern with fewer array elements is a subject of ongoing research, as highlighted in recent studies [1-3]. Sparse arrays offer several advantages over traditional full arrays. For instance, for a given number of elements, a sparse array has a larger array aperture, which enhances the accuracy and resolution of the direction of arrival algorithm [4,5]. Additionally, a sparse array requires fewer elements to achieve the same array aperture, leading to smaller-scale receiving and signal processing systems. Hence, the cost can be greatly reduced by applying sparse array [6]. Sparse arrays also reduce mutual coupling [7] between array elements, thereby weakening its impact on the performance. Given these benefits, exploring the applications and designs of sparse arrays is crucial [8].

Generally speaking, deleting or closing some elements from an equally spaced array is a typical way of forming a sparse array, where the spacing between two arbitrary elements is an integral multiple of a fixed space. Stochastic optimization algorithm such as genetic algorithm (GA) [9], simulated annealing (SA) [10], particle

[^0]swarm optimization (PSO) [11-13] and differential evolution algorithm (DE) [14-16] are commonly used for this purpose. However, these algorithms have high computational complexity, especially for large arrays, and may get stuck in local optima. In [17,18], Keizer proposed an iterative fast Fourier transform algorithm, which removes some radiating elements to obtain a new sparse array by using inverse discrete Fourier transform relationship between the array factor and the element excitations. This method significantly reduces computational complexity, but its effectiveness depends heavily on the choice of the starting point. With the development of convex optimization, it has been utilized to synthesize sparse arrays; see the work in [19,20]. Notably, a convex optimization algorithm proposed in [21] for the synthesis of sparse arrays radiating focused or shaped beampattern cannot guarantee optimality of the final result.

In the above methods, the candidate antennas are all restricted to the grid, thus limiting the degree of freedom for the arrangement of array elements. Conversely, a flexible sparse linear array reconstruction technique based on the matrix pencil method (MPM) was proposed in [22,23], reconstructed array antennas are not limited to grids. On this basis, Liu et al. proposed the forwardbackward matrix pencil method (FBMPM) by improving the MPM in [24] and extended MPM and FBMPM to multiple-pattern scenario in [25]. MPM performs sparse array synthesis by constructing Hankel matrices and utilizing low-rank approximation. Although
presenting high performance, the application of MPM is limited to linear arrays. Based on the matrix enhancement and matrix pencil (MEMP) in [26], Gu et al. introduced a method to synthesize sparse planar arrays in [27]. Extending to multiple patterns, the generalized matrix enhancement and matrix pencil (GMEPM) was presented in [28]. However, according to the principle of MPM, its computational complexity significantly increases as the number of patterns increases. In addition, there is another type of method for synthesizing sparse arrays based on the Bayesian compression sensing (BCS) technique, as proposed in [29-33], and the candidate antennas may not limited to grids. BCS obtains both the optimal positions and excitations of a new sparse array through a relevance vector machine. It should be noted that an additional coordinate pairing step is required for the above-mentioned methods when synthesizing a planar array. Also, the coordinate pairing operation increases the computational complexity and may lead to performance degradation due to some potential pairing errors.

In this paper, we propose a method for synthesis of multiplepattern sparse planar arrays with automatic coordinate pairing. Different from MPM methods that rely on constructing Hankel matrices, the proposed method arranges the sampled data of desired radiation pattern in a regular way. In this method, a special unitary transformation is firstly performed on the uniformly sampled steering vectors to obtain a real-valued vector, and then a uniformly sampled data matrix is obtained. Next, based on unitary ESPRIT[34], we exploit the rotation invariance property arising from the translation invariance structure of the steering vector to derive the array element positions from the data matrix. In order to reduce the number of array elements, a matrix containing position information of the reconstructed sparse array elements is constructed by low-rank approximation. And real and imaginary parts of the eigenvalues of the matrix are in one-to-one correspondence with the abscissa and ordinate of elements positions. This way, we can synthesize sparse planar arrays without coordinate pairing between X -axis and Y -axis. The algorithm can directly estimate exact positions of array elements, avoiding the coordinate pairing problem. In addition, the obtained new array can synthesize multiple different beampatterns that fit the requirements, not limited to a single pattern. Moreover, the proposed method has low computational and space complexity. Representative simulations are conducted in different scenarios to validate the feasibility and effectiveness of the algorithm.

The rest of this paper is organized as follows. The problem formulation and unitary transformation are presented in Section 2. The proposed method is analyzed in Section 3. In Section 4, numerical results are provided to verify the performance of the proposed method. Finally, conclusions are drawn in Section 5.

## 2. Preliminaries

### 2.1. Problem formulation

We consider a uniform rectangular array (URA) with $G=G_{r} \times$ $G_{c}$ antennas distributed in the $x-y$ plane. For simplicity, we assume that all antennas are isotropic. Considering $P$ desired patterns, we can express the $p$ th beampattern as follows:
$F^{(p)}(u, v)=\sum_{g=1}^{G} R_{g}^{(p)} e^{j \beta\left(x_{g} u+y_{g} v\right)}, \quad p=1,2, \cdots, P$
where $R_{g}^{(p)}$ represents the complex excitation coefficient for the $p$ th pattern of the $g$ th element with coordinate $\left(x_{g}, y_{g}\right), x_{g}$ and $y_{g}$ stand for the abscissa and ordinate of the gth element, respectively, $g=1,2, \ldots, G . \beta=2 \pi / \lambda, \lambda$ is the wavelength. $j=\sqrt{-1}$ is the imaginary unit, and $u=\sin \theta \cos \varphi, v=\sin \theta \sin \varphi$, where $\theta$ is the angle with the z axis, and $\varphi$ is azimuth. The desired patterns can
be obtained through optimization algorithms such as GA, DE, etc. The purpose of sparse array synthesis is to construct a new array with minimum number of antennas. And the sparse array can keep the synthesized patterns and the specified desired patterns $F(u, v)$ within an acceptable tolerance $\varepsilon$. The problem can be described as (2), shown at the top of the next page,

$$
\left\{\begin{array}{l}
\min _{R_{m}, x_{m}, y_{m}^{\prime}} M  \tag{2}\\
\text { s.t. } \\
\sum_{p=1}^{P} \int_{-1}^{1} \int_{-1}^{1}\left|F^{(p)}(u, v)-\sum_{m=1}^{M} R_{m}^{(p)^{\prime}} \exp \left[j k\left(x_{m}^{\prime} u+y_{m}^{\prime} v\right)\right]\right|^{2} d u d v \leq \varepsilon
\end{array}\right.
$$

where $M$ is the total number of reconstructed array antennas, and $R_{m}^{(p)^{\prime}}$ denotes the new complex excitation coefficient for the $p$ th pattern of the $m$ th new array element at the coordinate of $\left(x_{m}^{\prime}, y_{m}^{\prime}\right), m=1,2, \ldots, M$.

### 2.2. Unitary transformation

Given a vector $\mathbf{b} \in C^{L}$, then $\mathbf{b}$ is conjugate centrosymmetry if it satisfies:
$\boldsymbol{\Pi}_{L} \mathbf{b}=\mathbf{b}^{*}$
where
$\boldsymbol{\Pi}_{L}=\left[\begin{array}{cccc}0 & \cdots & 0 & 1 \\ 0 & \cdots & 1 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 1 & \cdots & 0 & 0\end{array}\right] \in \mathbb{R}^{L \times L}$
Since the inner product of any two conjugate centrosymmetric vectors is real-valued, it is not difficult to find that any conjugate centrosymmetric vector multiply by a matrix from the left side returns a real-valued vector, provided that the matrix has conjugate centrosymmetric row vectors. One simple candidate for the above matrices is:
$\mathbf{Q}_{L}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}\mathbf{I}_{\mathbf{K}} & j \mathbf{I}_{K} \\ \Pi_{K} & -j \Pi_{K}\end{array}\right], \quad L=2 K$
$\mathbf{Q}_{L}=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}\mathbf{I}_{\mathbf{K}} & \mathbf{0}_{K} & j \mathbf{I}_{K} \\ \mathbf{0}_{K}^{T} & \sqrt{2} & \mathbf{0}_{K}^{T} \\ \boldsymbol{\Pi}_{K} & \mathbf{0}_{K} & -j \Pi_{K}\end{array}\right], \quad L=2 K+1$
where $\mathbf{I}_{K}$ represents the $K \times K$ identity matrix, and $\mathbf{0}_{K}$ is a $K$ dimensional zero vector. Note that $\mathbf{Q}_{L}$ is an $L \times L$ unitary matrix.

## 3. Reconstructed planar array algorithm with automatic coordinate pairing

### 3.1. Array model

We consider the array as described in Section 2.1. One can see that both $u$ and $v$ are defined in the domain $[-1,1]$. Sampling $u$ and $v$ uniformly, we obtain:
$u_{n_{1}}=n_{1} \Delta=\frac{n_{1}}{N}, \quad n_{1}=-N, \cdots, 0, \cdots, N$
$v_{n_{2}}=n_{2} \Delta=\frac{n_{2}}{N}, \quad n_{2}=-N, \cdots, 0, \cdots, N$
where the number of samples on both $u$ and $v$ is $L=(2 N+1)$, the total number of sampling points is $L^{2}=(2 N+1)^{2}$ and $\Delta=$ $\frac{1}{N}$ is the sampling interval. Due to the Nyquist sampling theorem, the condition that $\Delta \leq \lambda / \min \left\{2 x_{\max }, 2 y_{\max }\right\}$ must be satisfied,
where $x_{\max }=\max \left\{x_{1}, \ldots, x_{G}\right\}, y_{\max }=\max \left\{y_{1}, \ldots, y_{G}\right\}$. For example, for an array having $G=G_{r} \times G_{c}$ elements with a uniform spacing of $\lambda / 2$, the sampling interval $\Delta$ should satisfy $\Delta \leq \min \left\{1 /\left(G_{r}-\right.\right.$ $\left.1), 1 /\left(G_{c}-1\right)\right\}$, which indicates that $N \geq \max \left\{G_{r}-1, G_{c}-1\right\}$.

Before proceeding, for the gth element we define:
$\mathbf{b}\left(x_{g}\right)=\left[e^{-j \beta x_{g}(-N) \Delta}, e^{-j \beta x_{g}(-N+1) \Delta}, \cdots, e^{-j \beta x_{g} N \Delta}\right]^{T}$
$\mathbf{b}\left(y_{g}\right)=\left[e^{-j \beta y_{g}(-N) \Delta}, e^{-j \beta y_{g}(-N+1) \Delta}, \cdots, e^{-j \beta y_{g} N \Delta}\right]^{T}$
$\mathbf{A}_{g}=\mathbf{b}\left(x_{g}\right) \mathbf{b}^{T}\left(y_{g}\right) \quad \in \mathbb{C}^{L \times L}$
And the matrix $\mathbf{Z}=\left[\operatorname{vec}\left(\mathbf{A}_{1}\right), \operatorname{vec}\left(\mathbf{A}_{2}\right), \ldots, \operatorname{vec}\left(\mathbf{A}_{G}\right)\right]$ is constructed, where $\operatorname{vec}(\cdot)$ is the vectorization operation. It is worth noting that each row of the matrix $\mathbf{Z}$ is the steering vector of the array, which can be expressed as
$\mathbf{Z}=\left[\begin{array}{c}\mathbf{a}_{1}^{\mathrm{T}} \\ \mathbf{a}_{2}^{T} \\ \vdots \\ \mathbf{a}_{L^{2}}^{T}\end{array}\right]$
where
$\mathbf{a}_{i}=\left[e^{-j \beta\left(x_{1} u_{i}+y_{1} v_{i}\right)}, e^{-j \beta\left(x_{2} u_{i}+y_{2} v_{i}\right)}, \cdots, e^{-j \beta\left(x_{G} u_{i}+y_{G} v_{i}\right.}\right]^{T}$
is the steering vector corresponding to the $i$ th sampling point, and $i=1,2, \cdots, L^{2}$.

Since $L=(2 N+1)$ is odd, the form in (6) is used and

$$
\begin{align*}
\mathbf{d}\left(\mathbf{x}_{g}\right)= & \mathbf{Q}^{H} \mathbf{b}\left(x_{g}\right) \\
= & \sqrt{2} \times\left[\cos \left(N x_{g}\right), \ldots, \cos \left(x_{g}\right), 1 / \sqrt{2},\right. \\
& \left.-\sin \left(x_{g}\right), \ldots,-\sin \left(N x_{g}\right)\right]^{T} \tag{14}
\end{align*}
$$

Similarly, we can get the real-valued vector $\mathbf{d}\left(y_{g}\right)=\mathbf{Q}_{L}^{H} \mathbf{b}\left(y_{g}\right)$. And a matrix about the gth element can be represented as follows:

$$
\begin{align*}
\mathbf{D}_{\mathbf{g}} & =\mathbf{Q}_{L}^{H} \mathbf{A}_{\mathbf{g}} \mathbf{Q}_{L}^{*} \\
& =\mathbf{Q}_{L}^{H} \mathbf{b}\left(x_{g}\right) \mathbf{b}^{T}\left(y_{g}\right) \mathbf{Q}_{L}^{*} \\
& =\mathbf{d}\left(x_{g}\right) \mathbf{d}^{T}\left(y_{g}\right) \tag{15}
\end{align*}
$$

and a real-valued matrix is defined as $\mathbf{D}=\left[\mathbf{D}_{1}, \mathbf{D}_{2}, \ldots, \mathbf{D}_{G}\right]$.

### 3.2. Rearranging elements with automatic coordinate pairing

We know that the desired beampatterns can be obtained by adjusting the weight vector $\mathbf{w}$. For a given weight vector $\mathbf{w}_{p}$, the beampattern may be expressed as
$\mathbf{y}_{p}=\mathbf{Z} \mathbf{w}_{p}$
Through different weight vectors, the beampatterns pointing in different directions are
$\mathbf{Y}=\mathbf{Z W}$
where $\mathbf{W}=\left[\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{P}\right]$ and $\mathbf{Y}=\left[\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{P}\right]$. And $\mathbf{y}_{p}$ is obtained by the $p$ th weight vector $\mathbf{w}_{p}$, as expressed in (16).

Next, the method for estimating the positions of new sparse array elements is introduced. Based on unitary ESPRIT in [34], a realvalued $L^{2} \times 2 P$ matrix is defined as
$\widetilde{\mathbf{Y}}=[\operatorname{Re}\{\overline{\mathbf{Y}}\}, \operatorname{Im}\{\overline{\mathbf{Y}}\}]$
where $\overline{\mathbf{Y}}=\left(\mathbf{Q}_{L}^{H} \otimes \mathbf{Q}_{L}^{H}\right) \mathbf{Y}$ and $\otimes$ denotes the Kronecker matrix product. Splitting the real and imaginary parts of $\overline{\mathbf{Y}}$ to constitute $\widetilde{\mathbf{Y}}$ can increase the length of valid data, thereby improving the estimation accuracy about the new array elements positions of the proposed algorithm. Moreover, the real-value matrix $\widetilde{\mathbf{Y}}$ that needs to be processed finally reduces the computational complexity of subsequent procedure, such as SVD operations, etc.

Next, the SVD of the matrix $\tilde{\mathbf{Y}}$ is carried out as $\widetilde{\mathbf{Y}}=\tilde{\mathbf{U}} \widetilde{\mathbf{\Sigma}} \widetilde{\mathbf{V}}^{H}$
where $\widetilde{\mathbf{U}} \in \mathbb{R}^{L^{2} \times L^{2}}$ and $\widetilde{\mathbf{V}} \in \mathbb{R}^{2 P \times 2 P}$ are unitary matrices, and
$\tilde{\boldsymbol{\Sigma}}=\left[\begin{array}{c}\widetilde{\boldsymbol{\Sigma}}_{1} \\ \mathbf{0}\end{array}\right] \in \mathbb{R}^{L^{2} \times 2 P}$
where $\widetilde{\boldsymbol{\Sigma}}_{1}=\operatorname{diag}\left(\widetilde{\sigma}_{1}, \widetilde{\sigma}_{2}, \cdots, \widetilde{\sigma}_{\widetilde{\mathrm{S}}}\right)$, and $\sigma_{\widetilde{s}}$ is the ordered $\widetilde{s}$ th singular value of $\widetilde{\mathbf{Y}}$, and $\widetilde{S}=\min \left\{2 P, L^{2}\right\}$. In order to contain the information of the initial beampatterns completely, we set $L^{2}>2 P$ here, so we have $\widetilde{S}=2 P$.

The vector $\mathbf{b}\left(x_{g}\right)$ in (9) satisfies the invariance relation
$e^{j x_{g}} \mathbf{J}_{1} \mathbf{b}\left(x_{g}\right)=\mathbf{J}_{2} \mathbf{b}\left(x_{g}\right)$
where $\mathbf{J}_{1}$ and $\mathbf{J}_{2}$ are the ( $L-1$ ) $\times L$ selection matrices
$\mathbf{J}_{1}=\left[\begin{array}{ll}\mathbf{I}_{\mathbf{L}-\mathbf{1}} & \mathbf{0}\end{array}\right] \in \mathbb{R}^{(L-1) \times L}$
$\mathbf{J}_{2}=\left[\begin{array}{ll}\mathbf{0} & \mathbf{I}_{L-1}\end{array}\right] \in \mathbb{R}^{(L-1) \times L}$
where $\mathbf{I}_{L-1}$ is an identity matrix of size $(L-1) \times(L-1)$. And multiplying an $L$-dimension vector with the $\mathbf{J}_{1}$ and $\mathbf{J}_{2}$ selects the first and last $L-1$ components of the vector, respectively. Since $\mathbf{Q}_{L}$ is unitary, it follows:
$e^{j x_{g}} \mathbf{J}_{1} \mathbf{Q}_{L} \mathbf{Q}_{L}^{H} \mathbf{b}\left(x_{g}\right)=\mathbf{J}_{2} \mathbf{Q}_{L} \mathbf{Q}_{L}^{H} \mathbf{b}\left(x_{g}\right)$
According (14), we establish an invariance relationship of $\mathbf{d}\left(x_{g}\right)$
$e^{j x_{g}} \mathbf{J}_{1} \mathbf{Q}_{\mathbf{l}} \mathbf{d}\left(x_{g}\right)=\mathbf{J}_{2} \mathbf{Q}_{\mathbf{l}} \mathbf{d}\left(x_{g}\right)$
Multiplying $\mathbf{Q}_{L-1}^{H}$, an equation can be acquired:
$e^{j x_{g}} \mathbf{Q}_{L-1}^{H} \mathbf{J}_{1} \mathbf{Q}_{L} \mathbf{d}\left(x_{g}\right)=\mathbf{Q}_{L-1}^{H} \mathbf{J}_{2} \mathbf{Q}_{L} \mathbf{d}\left(x_{g}\right)$
Note that $\mathbf{J}_{1}$ and $\mathbf{J}_{2}$ satisfy $\boldsymbol{\Pi}_{L-1} \mathbf{J}_{2} \boldsymbol{\Pi}_{L}=\mathbf{J}_{1}$. As a consequence,

$$
\begin{align*}
\mathbf{Q}_{L-1}^{H} \mathbf{J}_{2} \mathbf{Q}_{L} & =\mathbf{Q}_{L-1}^{H} \boldsymbol{\Pi}_{L-1} \boldsymbol{\Pi}_{L-1} \mathbf{J}_{2} \boldsymbol{\Pi}_{L} \boldsymbol{\Pi}_{L} \mathbf{Q}_{L} \\
& =\mathbf{Q}_{L-1}^{T} \mathbf{J}_{\mathbf{1}} \mathbf{Q}_{L}^{*} \\
& =\left(\mathbf{Q}_{L-1}^{H} \mathbf{J}_{\mathbf{L}} \mathbf{Q}_{L}\right)^{*} \tag{27}
\end{align*}
$$

where we have exploited the fact that $\boldsymbol{\Pi}_{L} \mathbf{Q}_{L}=\mathbf{Q}_{\dot{L}}^{*}$ and $\boldsymbol{\Pi}_{L} \boldsymbol{\Pi}_{L}=\mathbf{I}_{L}$ for any $L$. Then, substituting (27) into (26), we get
$e^{j x_{g}}\left(\mathbf{Q}_{L-1}^{H} \mathbf{J}_{2} \mathbf{Q}_{L}\right)^{*} \mathbf{d}\left(x_{g}\right)=\mathbf{Q}_{L-1}^{H} \mathbf{J}_{2} \mathbf{Q}_{L} \mathbf{d}\left(x_{g}\right)$
Let $\mathbf{K}_{1}$ and $\mathbf{K}_{2}$ be the real and imaginary parts of $\mathbf{Q}_{L-1}^{H} \mathbf{J}_{2} \mathbf{Q}_{\mathbf{L}}$, as follows:
$\mathbf{K}_{1}=\operatorname{Re}\left\{\mathbf{Q}_{L-1}^{H} \mathbf{J}_{2} \mathbf{Q}_{L}\right\}$
$\mathbf{K}_{2}=\operatorname{Im}\left\{\mathbf{Q}_{L-1}^{H} \mathbf{J}_{2} \mathbf{Q}_{L}\right\}$
$\mathbf{K}_{1}$ and $\mathbf{K}_{2}$ are real-valued $(L-1) \times L$ matrices. With these definitions, Eq. (26) can be expressed as
$e^{j \frac{x_{\mathbf{g}}}{2}}\left(\mathbf{K}_{1}-j \mathbf{K}_{2}\right) \mathbf{d}\left(x_{g}\right)=e^{-j \frac{x_{g}}{2}}\left(\mathbf{K}_{1}+j \mathbf{K}_{2}\right) \mathbf{d}\left(x_{g}\right)$
Rearranging, the above equation becomes
$\left(e^{j^{\frac{x_{g}}{2}}}-e^{-j \frac{x_{g}}{2}}\right) \mathbf{K}_{1} \mathbf{d}\left(x_{g}\right)=j\left(e^{j \frac{x_{\frac{\pi}{z}}}{2}}+e^{-j \frac{x_{\frac{g}{g}}^{2}}{2}}\right) \mathbf{K}_{2} \mathbf{d}\left(x_{g}\right)$
Using Eulers formula, an invariance relationship is obtained as
$\tan \left(\frac{x_{g}}{2}\right) \mathbf{K}_{1} \mathbf{d}\left(x_{g}\right)=\mathbf{K}_{2} \mathbf{d}\left(x_{g}\right)$
Simply extended to the URA, the invariance relationship can be expressed as
$\tan \left(\frac{x_{g}}{2}\right) \mathbf{K}_{1} \mathbf{D}_{g}=\mathbf{K}_{2} \mathbf{D}_{g}$


Fig. 1. Comparison of initial and reconstructed patterns at $u=-0.4, v=-0.3$. (a) Top view of initial patterns. (b) Top view of reconstructed patterns. (c) Slice diagram at $u=-0.4$. (d) Slice diagram at $v=-0.3$.

Using the vectorization operation $\operatorname{vec}(\cdot)$, we find that the $L^{2}$ dimension real-valued vector vec $\left(\mathbf{D}_{g}\right)$ satisfies
$\tan \left(\frac{x_{g}}{2}\right) \mathbf{K}_{x 1} \operatorname{vec}\left(\mathbf{D}_{g}\right)=\mathbf{K}_{x 2} \operatorname{vec}\left(\mathbf{D}_{g}\right)$
where $\mathbf{K}_{x 1}=\mathbf{I}_{L} \otimes \mathbf{K}_{1}$ and $\mathbf{K}_{x 2}=\mathbf{I}_{L} \otimes \mathbf{K}_{2}$ are the $(L-1) L \times L^{2}$ matrices, and the following equation has been exploited from (34) to (35):
$\operatorname{vec}(\mathbf{B C H})=\left(\mathbf{H}^{T} \otimes \mathbf{B}\right) \operatorname{vec}(\mathbf{C})$
where B, C, H are any matrices with appropriate dimensions. Similarly, the real-valued vector $\mathbf{d}\left(y_{g}\right)$ satisfies
$\tan \left(\frac{y_{g}}{2}\right) \mathbf{K}_{3} \mathbf{d}\left(y_{g}\right)=\mathbf{K}_{4} \mathbf{d}\left(y_{g}\right)$
where $\mathbf{K}_{3}$ and $\mathbf{K}_{4}$ are defined by (29) and (30), i.e. $\mathbf{K}_{3}$ and $\mathbf{K}_{4}$ are the same as $\mathbf{K}_{1}$ and $\mathbf{K}_{2}$ due to the same sampling of $u$ and $v$. It follows that
$\tan \left(\frac{y_{g}}{2}\right) \mathbf{D}_{g} \mathbf{K}_{3}^{T}=\mathbf{D}_{g} \mathbf{K}_{4}^{T}$
Similarly, we find that $\mathbf{d}_{g}$ satisfies
$\tan \left(\frac{y_{g}}{2}\right) \mathbf{K}_{y 1} \operatorname{vec}\left(\mathbf{D}_{g}\right)=\mathbf{K}_{y 2} \operatorname{vec}\left(\mathbf{D}_{g}\right)$
where $\mathbf{K}_{y 1}=\mathbf{K}_{3} \otimes \mathbf{I}_{L}$ and $\mathbf{K}_{y 2}=\mathbf{K}_{4} \otimes \mathbf{I}_{L}$ are the $L(L-1) \times L^{2}$ matrices.

Without loss of generality, we first assume that the new sparse array has $M$ elements. For $M<G$ elements, we define the $L^{2} \times$ $M$ real-valued matrix as $\check{\mathbf{D}}=\left[\operatorname{vec}\left(\mathbf{D}_{1}\right), \operatorname{vec}\left(\mathbf{D}_{2}\right), \ldots, \operatorname{vec}\left(\mathbf{D}_{M}\right)\right]$. The real-valued manifold relation in (33) translates into the real-valued matrix relation
$\mathbf{K}_{x 1} \check{\mathbf{D}} \boldsymbol{\Omega}_{x}=\mathbf{K}_{x 2} \check{\mathbf{D}}$
where $\boldsymbol{\Omega}_{x}=\operatorname{diag}\left\{\tan \left(\frac{x_{1}}{2}\right), \ldots, \tan \left(\frac{x_{M}}{2}\right)\right\}$. The Eq. (39) dictates that D satisfies
$\mathbf{K}_{y 1} \check{\mathbf{D}} \boldsymbol{\Omega}_{y}=\mathbf{K}_{y 2} \check{\mathbf{D}}$
where $\boldsymbol{\Omega}_{y}=\operatorname{diag}\left\{\tan \left(\frac{y_{1}}{2}\right), \ldots, \tan \left(\frac{y_{M}}{2}\right)\right\}$. Then we choose the $M$ largest left singular vectors of $\widetilde{\mathbf{Y}}$ to form a $L^{2} \times M$ matrix $\breve{\mathbf{E}}$. Approximately, we have
$\breve{\mathbf{E}}=\breve{\mathbf{D}} \mathbf{T}$
where $\mathbf{T}$ is an unknown $M \times M$ real-valued matrix. It is not difficult to see that substituting $\breve{\mathbf{D}}=\breve{\mathbf{E}}^{-1}$ into (40) can get
$\mathbf{K}_{x 1} \breve{\mathbf{E}} \boldsymbol{\Psi}_{x}=\mathbf{K}_{x 2} \breve{\mathbf{E}}$
where $\boldsymbol{\Psi}_{x}=\mathbf{T}^{-1} \boldsymbol{\Omega}_{x} \mathbf{T}$. And substituting $\check{\mathbf{D}}$ into (41) yields the signal eigenvector relations
$\mathbf{K}_{y 1} \check{\mathbf{E}} \boldsymbol{\Psi}_{y}=\mathbf{K}_{y 2} \breve{\mathbf{E}}$
where $\boldsymbol{\Psi}_{y}=\mathbf{T}^{-1} \boldsymbol{\Omega}_{y} \mathbf{T}$. Thus, the eigenvalues of the $M \times M$ matrix $\boldsymbol{\Psi}_{x}$ and $\boldsymbol{\Psi}_{y}$ correspond to solutions of the matrix equations in
(40) and (41), which are $\tan \left(\frac{x_{m}}{2}\right)$ and $\tan \left(\frac{y_{m}}{2}\right), m=1, \ldots, M$, respectively. Since all of the quantities in (43) and (44) are real valued, $\boldsymbol{\Psi}=\boldsymbol{\Psi}_{x}+j \boldsymbol{\Psi}_{y}$ can be decomposed as
$\boldsymbol{\Psi}=\boldsymbol{\Psi}_{x}+j \boldsymbol{\Psi}_{y}=\mathbf{T}^{-1}\left(\boldsymbol{\Omega}_{x}+j \boldsymbol{\Omega}_{y}\right) \mathbf{T}$
The eigenvalues $\lambda_{m}$ of $\boldsymbol{\Psi}$ corresponds to $\tan \left(\frac{x_{m}}{2}\right)+j \tan \left(\frac{y_{m}}{2}\right), m=$ $1, \ldots, M$. Since the above processes provide closed-form, automatic pairing of final calculated $x_{m}$ and $y_{m}, m=1, \ldots, M$ is facilitated. Hence, the positions of the new array elements can be accurately obtained, neither searching nor pairing is required.

After obtaining the new array, we can refer to $\mathbf{Z}$ to construct a new matrix $\mathbf{Z}_{\text {new }}$. Next, the least square method is utilized to obtain the new excitation coefficient matrix $\mathbf{W}_{\text {new }}$, as follows:
$\mathbf{W}_{\text {new }}=\left(\mathbf{Z}_{\text {new }}^{T} \mathbf{Z}_{\text {new }}\right)^{-1} \mathbf{Z}_{\text {new }}^{T} \mathbf{Y}$
According to Eq. (17), the desired multiple beampatterns are available.

### 3.3. Reducing the number of elements

In this subsection, we discuss how to determine the number of elements in the sparse new array. Usually, for an array of $G$ elements, the SVD operation is performed on the data matrix $\mathbf{Y}$ in (17), and we will obtain $G$ non-zero singular values. However, observations have shown that for many designed antenna arrays in literature, the number of main singular values is less than that of antenna elements. This means that the contributions of some elements corresponding to non-primary singular values can be replaced by combinations of other elements. Therefore, we can discard the non-primary values to get a low-rank approximation matrix of $\mathbf{Y}$, which corresponds to a new antenna array with fewer elements. Hence, we perform SVD on matrix $\mathbf{Y}$ as follows:
$\mathbf{Y}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{H}$
where $\mathbf{U} \in \mathbb{C}^{L^{2} \times L^{2}}$ and $\mathbf{V} \in \mathbb{C}^{P \times P}$ are unitary matrices. And
$\boldsymbol{\Sigma}=\left[\begin{array}{c}\boldsymbol{\Sigma}_{\mathbf{1}} \\ \mathbf{0}\end{array}\right] \in \mathbb{C}^{L^{2} \times P}$
where $\boldsymbol{\Sigma}_{1}=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{S}\right)$, and $\sigma_{s}$ is the ordered sth singular values of $\mathbf{Y}$, and $S=\min \left\{P, L^{2}\right\}$. Generally speaking, in order to contain the information of the initial beampatterns completely, the sampling points are not be too few, so we might as well set $L^{2}>P$ here. Thus, we have $S=P$.

A typical low-rank approximation method is to set these nonprimary singular values equal to zero, as follows:
$\breve{\mathbf{Y}}=\mathbf{U} \check{\mathbf{\Sigma}} \mathbf{V}^{H}$
where
$\breve{\boldsymbol{\Sigma}}=\left[\begin{array}{cc}\breve{\boldsymbol{\Sigma}}_{1} & \mathbf{0} \\ \mathbf{0} & \mathbf{0}\end{array}\right] \in \mathbb{C}^{L^{2} \times P}$
where $\breve{\mathbf{\Sigma}}_{1}=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{M}\right)$. It has been proved that in all matrices of rank $M, \breve{\mathbf{Y}}$ has the smallest approximation error in the Frobenius norm, that is, mathematically
$\|\mathbf{Y}-\check{\mathbf{Y}}\|_{F}=\min _{\operatorname{rank}(\mathbf{X})=M}\|\mathbf{Y}-\mathbf{X}\|_{F}=\sqrt{\sum_{S=M+1}^{S} \sigma_{S}^{2}}$
From (51), we can know that the approximation error decreases monotonically as the number of new antenna elements $M$ increases. When $M=G$, the approximation error approaches zero. This means that the radiation pattern of the new array can always achieve a good approximation.

In the practical problem, we use the following method to determine a suitable value of $M$ :
$M=\min \left\{M_{\min } ; \left\lvert\, \frac{\sqrt{\sum_{s=M_{\text {min }}+1}^{S} \sigma_{s}^{2}}}{\sqrt{\sum_{S=1}^{M_{\text {min }}} \sigma_{s}^{2}}}<\varepsilon\right.\right\}$
where $\varepsilon$ is a small positive number. The determination of $M$ is based on the error of reconstructed beampatterns approximating original radiation beampatterns. Then, the value of $M$ obtained by Eq. (52) is substituted into the column number $M$ of the $\overline{\mathbf{D}}$ matrix in (40). And the reconstructed planar array algorithm with automatic coordinate pairing is summarized in Algorithm 1.

[^1]Remark 1. We assumed the rank of $\widetilde{\mathbf{Y}}$ is equal to $G$ and the ranks of $\boldsymbol{\Psi}_{x}$ and $\boldsymbol{\Psi}_{y}$ are equal to $M$ in Section 3. To ensure that these assumptions hold, the following conditions need to be met
$L^{2} \geq 2 P=\widetilde{S}>P=S \geq G \geq M$
where $L=2 N+1$.

### 3.4. Analysis

In this part, we analyze the time complexity and space complexity of the proposed algorithm.

### 3.4.1. Time complexity

The SVD and matrix inversion processes occupy most of the computing resources in the implementation of the proposed method. From the Section 3 and (53), it can be known that the SVD of $\widetilde{\mathbf{Y}}$ and $\mathbf{Y}$ is the most computationally complex, so the computational complexity of the proposed method is $O\left(P L^{4}\right)$. Likewise, the SVD process of GMEPM also occupies most of the computing resources. And the dimension of the decomposed matrix is $G^{2} \times P G^{2}$, so the computational complexity is $O\left(P G^{6}\right)$, even after using randomized SVD, the computational complexity is $O\left(P G^{4} \log (\sqrt{G})\right)$. $L$


Fig. 2. Comparison of initial and reconstructed patterns at $u=0, v=0.3$. (a) Top view of initial patterns. (b) Top view of reconstructed patterns. (c) Slice diagram at $u=0$. (d) Slice diagram at $\mathrm{v}=0.3$.


Fig. 3. Comparison of 3-D view of initial and reconstructed patterns at $u=0.5, v=0.2$. (a) 3-D view of initial pattern. (b) 3-D view of reconstructed pattern synthesized by the proposed method. (c) 3-D view of reconstructed pattern synthesized by the method in [28]. (d) 3-D view of reconstructed pattern synthesized by the method in [17]. (e) 3-D view of reconstructed pattern synthesized by the method in [20]. (f) 3-D view of reconstructed pattern synthesized by the proposed method considering the coupling.


Fig. 4. Comparison of top view of initial and reconstructed patterns at $u=0.5, v=0.2$. (a) Top view of initial pattern. (b) Top view of reconstructed pattern synthesized by the proposed method. (c) Top view of reconstructed pattern synthesized by the method in [28]. (d) Top view of reconstructed pattern synthesized by the method in [17]. (e) Top view of reconstructed pattern synthesized by the method in [20]. (f) Top view of reconstructed pattern synthesized by the proposed method considering the coupling.


Fig. 5. Comparison of slice diagram of initial and reconstructed patterns at $u=0.5, v=0.2$. (a) Slice diagram at $u=0.5$. (b) Slice diagram at $v=0.2$.
and $G$ are of the same magnitude. Consequently, the computational complexity is lower than the method in [28].

### 3.4.2. Space complexity

It is not difficult to see that the space occupied by matrix $\widetilde{\mathbf{Y}}$ is the largest in the proposed algorithm, so the space complexity of the proposed method is $O\left(P L^{2}\right)$. Similarly, in GMEPM of [28], a composite Hankel block matrix of size $G^{2} \times P G^{2}$ occupies largest space, so the space complexity of the proposed method is $O\left(P G^{4}\right)$. Hence, the space complexity of the proposed method also has an advantage over that of GMEPM.

Especially when the array is large, the advantage of the proposed method in complexity will be more obvious, since the complexity of [28] will increase rapidly with the increase of the number of array elements.

## 4. Numerical results

To more clearly evaluate the performance of the proposed algorithm, we set two parameters. They are the reduction rate $\alpha$ of the number of array elements and the average error $\epsilon$ of the reconstruction pattern, respectively. And the expressions are as follows:
$\alpha=\frac{G-M}{G} \times 100 \%$
$\epsilon=\frac{\sum_{n_{1}=-N}^{N} \sum_{n_{2}=-N}^{N}\left|\widehat{\boldsymbol{F}}_{d B}\left(u_{n_{1}}, v_{n_{2}}\right)-\boldsymbol{F}_{d B}\left(u_{n_{1}}, v_{n_{2}}\right)\right|}{(2 N+1)^{2}}$
where $\widehat{\boldsymbol{F}}_{d B}\left(u_{n_{1}}, v_{n_{2}}\right)$ and $\boldsymbol{F}_{d B}\left(u_{n_{1}}, v_{n_{2}}\right)$ represent the array gain ( dB ) at ( $u_{n_{1}}, v_{n_{2}}$ ) of the beampattern synthesized by the new array and

Table 1
Performance comparison of the proposed method and other methods with the focused beampatterns .

| Parameters | Methods |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | proposed method | $[28]$ | $[17]$ | $[20]$ |
| Initial 3dB beamwidth(u) | 0.23 | 0.23 | 0.23 | - |
| Reconstructed 3dB beamwidth(u) | 0.23 | 0.27 | 0.25 | 0.23 |
| Initial 3dB beamwidth(v) | 0.23 | 0.23 | 0.23 | - |
| Reconstructed 3dB beamwidth(v) | 0.23 | 0.27 | 0.23 | 0.25 |
| Target SLL | -20 dB | -20 dB | -20 dB | -20 dB |
| Reconstructed average SLL | $-23.28-\mathrm{dB}$ | $-21.79-\mathrm{dB}$ | -18.59 dB | -21.03 dB |
| Error $\epsilon$ | 1.71 dB | 9.67 dB | 13.26 dB | - |
| Directivity (dBi) | 22.11 | 20.58 | 21.93 | 20.72 |
| Number of reconstructed array elements | 71 | 76 | 71 | 60 |
| Reduction ratio $\alpha$ | $29 \%$ | $24 \%$ | $29 \%$ | - |
| runtime | 3.86 s | 511.08 s | 0.26 s | 37 min |
| Number of tested beampatterns | 100 | 5 | 1 | - |



Fig. 6. Comparison of the positions of the new and initial elements for the focused patterns.
the initial array. Moreover, the directivity and mutual coupling of the planar array are also discussed. When the main beam of the planar array is steered to the direction of $\left(\theta_{0}, \varphi_{0}\right)$, the correspond-
ing directivity can be written as a matrix form, given by
$D\left(\theta_{0}, \varphi_{0}\right)=\frac{\mathbf{w}_{0}^{H} \mathbf{a}_{0} \mathbf{a}_{0}^{H} \mathbf{w}_{0}}{\mathbf{w}_{0}^{H} \mathbf{B} \mathbf{w}_{0}}$
where $\mathbf{w}_{0}$ and $\mathbf{a}_{0}$ are the weight vector and steering vector corresponding to direction $\left(\theta_{0}, \varphi_{0}\right)$,respectively. And $\mathbf{B}$ is a positive definite Hermite matrix determined by the array structure, which can be calculated by
$B_{i, j}=\frac{\sin \left(\beta \rho_{i j}\right)}{2 \beta \rho_{i j}}$
where
$\rho_{i j}=\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}$
The specific expressions of the directivity can be obtained in [36]. And we use the nearest neighbor coupling coefficient to discuss the mutual coupling between radiators:
$\mathbf{C}_{(i, j)}=\left\{\begin{array}{lc}\cos \left(\beta \Delta d_{(i, j)}\right), & \Delta d_{(i, j)} \leq \lambda / 2 \\ 0, & \text { otherwise }\end{array}\right.$
where $\Delta d_{(i, j)}$ is the distance between $i$ th and $j$ th array element.
In this subsection, we present two simulation scenarios to evaluate the proposed algorithm. In the first scenario, all beampatterns are focused beampatterns with narrow mainlobe width and pointing at a certain angle. In the second scenario, half of the desired beampatterns are focused beampatterns, while the other half are flat-top beampatterns with a wide beamwidth. For both scenarios, the sidelobe levels (SLL) of all desired patterns are constrained to a specific level. To provide a more comprehensive evaluation of the


Fig. 7. Comparison of initial and reconstructed patterns. (a) Slice diagram at $u$. (b) Slice diagram at $v$.


Fig. 9. Comparison of initial and reconstructed patterns at $u=-0.2, v=0.1$. (a) Initial patterns. (b) Reconstructed patterns. (c) Slice diagram at $u=-0.2$. (d) Slice diagram at $\mathrm{v}=0.1$.


Fig. 10. Comparison of initial and reconstructed patterns at $u=0.2, v=-0.1$. (a) Initial patterns. (b) Reconstructed patterns. (c) Slice diagram at $u=0.2$. (d) Slice diagram at $\mathrm{v}=-0.1$.
proposed method, we compare it with three representative methods from the literature, namely the iterative FFT algorithm presented in [17], GMEPM presented in [28] and IDEA presented in [20].

### 4.1. Focused beampatterns

In this subsection, we consider an $10 \times 10$ URA, that is $\mathrm{Gr}=$ $10, G c=10$, with $\Delta_{x}=\Delta_{y}=\lambda / 2$. We selected $P=100$ beampatterns synthesized by Taylor window, whose mainlobe directions change uniformly in $[u, v \mid u \in[-0.4,0.5], v \in[-0.4,0.5]]$, and the sidelobe levels are all constrained to below -20 dB .

To demonstrate the performance of the proposed algorithm more comprehensively and thoroughly, we choose three beampatterns for comparison with three representative methods in [17,28] and in [20], which are far apart in the mainlobe directions. The three beam axes $(u, v)$ are $(-0.4,-0.3),(0,0.3)$ and $(0.5,0.2)$, as shown in Figs. $1-5$. It should be emphasized that the proposed method is aimed at the synthesis of sparse planar arrays with multiple patterns, particularly when the number of beampatterns is large. However, there is no existing method with exactly the same function as this proposed method, so three algorithms with similar functions are selected. Although [28] also targets multi-beampattern, it requires too high time and space complexity to carry 100 beampatterns. Therefore, we tested it on only five beampatterns with mainlobe directions $(u, v)$ of $(-0.4,-0.4),(-0.4,-0.3),(0,0.3),(0.5,0.2)$ and $(0.5,0.5)$. And IEDA is optimized according to the maximum scanning range of
the beam, so here we set the maximum scanning range $u_{\max }$ as 0.5 . On the other hand, since [17] can only operate on a single beampattern, only the result related to Fig. 3 is illustrated.

Figs. 1(a) and 1(b) show the initial and reconstructed twodimensional top view of the corresponding beampattern, respectively. It can be observed that the reconstructed array can synthesize the desired pattern, albeit with increased SLL. This is due to the synthesis of desired patterns that simultaneously satisfy a wide range of different mainlobe directions. A slice comparison of the initial and reconstructed patterns in the direction of the mainlobe is shown in Fig. 1(c) and Fig. 1(d). The mainlobe before and after reconstruction by the proposed method are almost identical, with only minor differences in the sidelobes that do not significantly impact the mainlobe. Conversely, by GMEPM and IDEA, the error between the reconstructed beampattern and the initial beampattern is significant, especially in the mainlobe, which is noticeably widened. Fig. 2 compares the initial and reconstructed pattern of the mainlobe at $(0,0.3)$. As shown in Fig. 2, the proposed algorithm can still synthesize the desired beampattern more accurately than the algorithm in [28] and [20].

In Fig. 3-Fig. 5, the simulation results of the algorithm in [17] are added and compared with GMEPM, IDEA and the proposed algorithm. To better demonstrate the performance of the four algorithms, we show the three-dimensional views of the initial beampattern and the beampattern synthesized by the four methods are respectively shown in Fig. 3(a)-Fig. 3(d). It is evident that the beampatterns synthesized by the four methods roughly fit the desired beampattern. However, beampatterns synthesized by the al-

 $\mathrm{v}=0.2$.
gorithm in [17,28] and [20] have more sidelobes with higher levels than the beampattern synthesized by the proposed algorithm. The top views of 3(a)-Fig. 3(d) are shown in 4(a)-Fig. 4(d). As we can see, the proposed algorithm has the best performance. The slice diagrams shown in 5(a) and Fig. 5(b) reveal that the mainlobes of beampatterns reconstructed by the proposed method and the method in [17] match the desired beampattern better than that of the method in [28] and [20]. However, the algorithm in [17] does not perform well on sidelobes. Moreover, the 3D view, top view and slice diagrams of the beampattern synthesized by the proposed method with mutual coupling are shown in Fig. 3(f), 4(f), 5(a) and 5(b).

Fig. 6 illustrates the positions of initial and reconstructed array elements. We observe that the aperture of the array reconstructed by the proposed method is slightly smaller than the original array. And it can be seen from the Fig. 6 that the array elements of the array reconstructed by the algorithm in [28] are unevenly distributed, resulting in a significant difference between the final beampatterns and the original ones. However, the array positions obtained by the algorithm in [17] are obviously still limited to the original array element positions, thus hindering the reconstruction of sidelobes. And the aperture of the array reconstructed by IDEA in [20] is bigger than the initial array. To further demonstrate the effectiveness of the proposed algorithm, we present additional comparisons of beampatterns in Fig. 7(a) and Fig. 7(b), pointing to angles such as ( $-0.4,-0.4$ ), $(-0.3,-0.3),(-0.2,-0.2),(-0.1,-0.1),(0,0),(0.1,0.1),(0.2,0.2)$, $(0.3,0.3),(0.4,0.4)$ and $(0.5,0.5)$.

Table 1 provides detailed data, showing that the proposed method reduces the number of array elements from 100 to 71 , achieving a reduction ratio of $29 \%$. The average sidelobe level of the reconstructed beampattern of the proposed method, the method in $[17,28]$ and [20] are $-23.28 \mathrm{~dB},-21.79 \mathrm{~dB},-18.59 \mathrm{~dB}$ and -21.03 dB , respectively. The average SLL of the reconstructed beampattern of the proposed method is the best in the four methods. And the average error of the proposed method is also the smallest, only 1.71 dB , while the other two methods have errors of 9.67 dB and 0.13 .26 dB . And the directivity obtained by the proposed method is 22.11 dBi , which is the highest. Although the time of the proposed method required to obtain the locations of the reconstructed array is 3.86 s , which is slightly larger than the time 0.26 s of the method in [17], it is much faster than the time 511.08 s and 37 min of the methods in [28] and [20]. Moreover, the proposed method ensures high reconstruction accuracy for multiple beampatterns simultaneously. It should be noted that the 3 dB beamwidth, average SLL and error in Table 1 are only representative of the results in Fig. 3. Moreover, due to space constraints, the specific values of the array element positions synthesized by the proposed algorithm and the corresponding weight vectors are included in the QR codes in Fig. 8.

### 4.2. Hybrid beampatterns

In this subsection, we consider an $8 \times 8$ URA, that is $G r=$ $8, G c=8$, with $\Delta_{x}=\Delta_{y}=\lambda / 2$. The initial desired beampatterns are generated using the WORD algorithm presented in [35].


Fig. 12. Comparison of initial and reconstructed patterns at $u=0.1, v=-0.3$. (a) Initial patterns. (b) Reconstructed patterns. (c) Slice diagram at $u=0.1$. (d) Slice diagram at $\mathrm{v}=-0.3$.


Fig. 13. Comparison of 3-D view of initial and reconstructed patterns at $u=0.1, v=0.1$. (a) 3-D view of initial pattern. (b) 3-D view of reconstructed pattern synthesized by the proposed method. (c) 3-D view of reconstructed pattern synthesized by the method in [28]. (d) 3-D view of reconstructed pattern synthesized by the method in [17]. (e) 3-D view of reconstructed pattern synthesized by the method in [20]. (f) 3-D view of reconstructed pattern synthesized by the proposed method considering the coupling.





Table 2
Performance comparison of the proposed method and other methods with the hybrid beampatterns .

| Parameters | Methods |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | proposed method | $[28]$ | $[17]$ | $[20]$ |
| Initial 3dB beamwidth(u) | 0.90 | 0.90 | 0.90 | - |
| Reconstructed 3dB beamwidth(u) | 0.86 | 0.90 | 0.95 | 0.81 |
| Initial 3dB beamwidth(v) | 0.91 | 0.91 | 0.91 | - |
| Reconstructed 3dB beamwidth(v) | 0.85 | 0.91 | 0.95 | 0.83 |
| Target SLL | -20 dB | -20 dB | -20 dB | -20 dB |
| Reconstructed average SLL | -16.67 dB | -16.43 dB | -14.65 dB | -16.21 dB |
| Error $\epsilon$ | 0.69 dB | 0.78 dB | 2.42 dB | - |
| Directivity (dBi) | 12.96 | 12.87 | 10.94 | 11.06 |
| Number of reconstructed array elements | 51 | 46 | 51 | 45 |
| Reduction ratio $\alpha$ | $20.3 \%$ | $28.1 \%$ | $20.3 \%$ | - |
| runtime | 8.56 s | 375.38 s | 0.42 s | 12 min |
| Number of tested beampatterns | 70 | 5 | 1 | - |



Fig. 15. Comparison of slice diagram of initial and reconstructed patterns at $u=0.1, v=0.1$. (a) Slice diagram at $u=0.1$. ( $b$ ) Slice diagram at $v=0.1$.


Fig. 16. Comparison of the positions of the new and initial elements for the hybrid patterns.

We selected $P=70$ beampatterns, of which the mainlobe directions of 35 beampatterns vary uniformly in $[u, v \mid u \in[-0.2,0.2], v \in$ [ $-0.3,0.3$ ]]. And the remaining 35 beampatterns are flat-top beampatterns, the central axes of which also change uniformly in [ $u, v \mid u \in[-0.2,0.2], v \in[-0.3,0.3]]$, and the flat-top area is defined as a square with a diagonal of 0.4 . Moreover, the sidelobe levels of all beampatterns are constrained to below -20 dB .

Two focused and three flat-top beampatterns are selected for presentation in this example, and their beam axes ( $u, v$ ) are $(-0.2,0.1),(0.2,-0.1),(-0.2,0.2),(0.1,-0.3)$ and $(0.1,0.1)$, respectively. These two reconstruction focused patterns are presented in Fig. 9 and Fig. 10. They again confirm the effectiveness of the proposed algorithm for focused beampatterns, even in the hybrid multi-beampattern. The three flat-top beampatterns are shown in the Fig. 11-Fig. 15. Similarly, the method in [28] cannot carry 70 beampatterns, so only five beampatterns demonstrated in Fig. 9-Fig. 15 were selected for testing. Since [17] can only process single beampattern, only the result related to Fig. 13 is displayed.

From Fig. 11(a) and Fig. 11(b), it can be observed that the reconstructed flat-top pattern is generally consistent with the initial beampattern. Moreover, the slices in Fig. 11(c) and 11(d) clearly
show that the flat-top area of the reconstructed beampattern and that of the initial beampattern basically overlap, despite the SLL increases. On the other hand, the beampatterns reconstructed by the algorithm in [28] and [20] differ significantly from the initial beampattern, particularly in the flat-top area. Fig. 12 presented comparison of initial and reconstructed flat-top pattern of the mainlobe at ( $0.1,-0.3$ ). And performance comparison results displayed in Fig. 12 are similar to those in Fig. 11.

In Fig. 13-Fig. 15, the results obtained by the method in [17] are added to compare with the algorithm in $[20,28]$ and the proposed algorithm. Fig. 13(a)-Fig. 13(e) show the three-dimensional views of the initial beampattern and the beampatterns synthesized by the four methods. And the corresponding top views are shown in Fig. 14(a)-Fig. 14(e). It is evident that the beampatterns synthesized by the three algorithms closely resemble the initial beampattern. However, the beampattern synthesized by the algorithm in [17] has more sidelobes with higher level values than the beampattern synthesized by the proposed algorithm. From the slice diagrams shown in 15(a) and Fig. 15(b), there are significant differences between the beampatterns reconstructed by the algorithm in [28] and the initial pattern in the flat-top region, and so is IDEA. These results confirm the effectiveness of the proposed algorithm in synthesizing flat-top beampatterns.

The elements distribution of the reconstructed and initial array is displayed in Fig. 16. The aperture of the array reconstructed by the proposed method is also slightly smaller than the original array. Compared with the proposed method, the array obtained by the algorithm in [28] has a more concentrated array elements distribution, leading to a larger difference between the reconstructed and the original beampatterns. Meanwhile, the algorithm in [17] does not perform well in the sidelobes due to the limited positions of its array elements on the original grids, and the optimal performance cannot be obtained. Moreover, in Fig. 17(a) and Fig. 17(b), there are more comparisons of the focused beampatterns demonstrated, and their pointing angles are $(-0.2,-0.2),(-0.1,-0.1),(0,0),(0.1,0.1)$, and $(0.2,0.2)$, respectively. Similarly, more flat-top beampatterns are shown in Fig. 18(a) and Fig. 18(b), and their central angles are $(-0.2,0.3),(-0.1,-0.2),(-0.1,0.2),(0.1,-0.2)$ and $(0.2,-0.3)$. These results demonstrate the effectiveness of the proposed algorithm in both focused and flat-top beampatterns, compared to the existing methods. Moreover, the 3D view, top view and slice diagrams of the beampattern synthesized by the proposed method with mutual coupling are shown in Fig. 13(f), 14(f), 15(a) and 15(b).


Fig. 17. Comparison of initial and reconstructed patterns. (a) Slice diagram at $u$. (b) Slice diagram at $v$.


Fig. 18. Comparison of initial and reconstructed patterns. (a) Slice diagram at $u$. (b) Slice diagram at $v$.
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Fig. 19. QR codes for the WORD pattern. (a) the locations of $x$. (b) the locations of $y$. (c) excitations of Fig. 9. (d) excitations of Fig. 10. (e) excitations of Fig. 11. (f) excitations of Fig. 12. (g) excitations of Fig. 13.

In Table 2, we present additional data to further demonstrate the performance of the proposed method. The number of array elements is reduced from 70 to 51 , resulting in a reduction ratio of $20.3 \%$. The average SLL of the reconstructed beampattern using the proposed method is -16.67 dB , which is better than that
of $-16.43 \mathrm{~dB},-14.65 \mathrm{~dB}$ and -16.21 dB obtained by the algorithms in $[17,28]$ and [20]. Moreover, the average error of the proposed method, the algorithm in [28] and [17] are $0.69 \mathrm{~dB}, 0.78 \mathrm{~dB}$ and 2.42 dB , respectively, with the proposed method having the smallest average error. And the directivity obtained by the proposed
method is 12.96 dBi , which is the highest. The time required by the proposed method to obtain the locations of the reconstructed array is 8.56 s , while the time required by the method in $[17,28]$ and [20] are $375.38 \mathrm{~s}, 0.42 \mathrm{~s}$ and 12 min , respectively. It should be noted that the 3dB beamwidth, average SLL and error in Table 2 are only representative of the results in Fig. 13. Moreover, the specific values of the array element positions synthesized by the proposed algorithm and the corresponding weight vectors are included in the QR codes in Fig. 19.

## 5. Conclusion

In this paper, we have derived the relationship between the positions of the array elements and the column space of the data matrix based on unitary ESPRIT. Meanwhile, the low rank approximation has been used to reduce the number of reconstructed array elements. Finally, we have proposed a two-dimensional closedform method for the synthesis of sparse planar arrays with multibeampattern. The proposed method achieves automatic coordinate pairing of the array elements between X -axis and Y -axis. And the proposed algorithm saves $20 \%$ to $30 \%$ of elements, while maintaining an acceptable approximation error. Compared with the existing algorithm, the algorithm can handle a larger number of desired patterns and does not require additional pairing searches. This results in improved synthesis accuracy, as well as cost and time savings due to its low complexity. Future work can investigate the application of the proposed method in different scenarios and explore the potential of combining it with other beamforming techniques.
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[^1]:    Algorithm 1 The proposed Algorithm.
    Input: the matrix $\mathbf{Z}$ in (12) and $\mathbf{W}$, where $\mathbf{Z}$ is the transpose of array manifold of the initial array, and $\mathbf{W}=\left[\mathbf{w}_{1}, \ldots, \mathbf{w}_{P}\right]$ is composed of weight vectors of the $P$ desired beampatterns
    calculate the sampling matrix of desired beampatterns $\mathbf{Y}$ by (17)
    compute SVD of $\mathbf{Y}$ by (47)
    determine the number of new array elements $M$ in (52) by making a low-rank approximation to $\mathbf{Y}$
    obtain $\widetilde{\mathbf{Y}}$ in (18) by $\mathbf{Y}$ and unitarymatrix $\mathbf{Q}_{L}$ defined in (5) and (6)
    compute SVD of $\tilde{\mathbf{Y}}$ by (19)
    obtain $\check{\mathbf{E}}$ composed of the $M$ "largest" left singular vectors of $\widetilde{\mathbf{Y}}$ compute $\mathbf{K}_{x 1}=\mathbf{I}_{L} \otimes \mathbf{K}_{1}, \mathbf{K}_{x 2}=\mathbf{I}_{L} \otimes \mathbf{K}_{2}, \mathbf{K}_{y 1}=\mathbf{K}_{3} \otimes \mathbf{I}_{L}$ and $\mathbf{K}_{y 2}=$ $\mathbf{K}_{4} \otimes \mathbf{I}_{L}$, where $\mathbf{K}_{1}$ and $\mathbf{K}_{3}$ are defined the same in (29), $\mathbf{K}_{2}$ and
    $\mathbf{K}_{4}$ are defined the same in (30) and $\mathbf{I}_{L}$ is the identity matrix calculate $\boldsymbol{\Psi}_{x}$ and $\boldsymbol{\Psi}_{y}$ by (43) and (44)
    calculate the eigenvalues $\lambda_{m}, m=1, \ldots, M$ of the matrix $\boldsymbol{\Psi}_{x}+$ $j \boldsymbol{\Psi}_{y}$
    compute the abscissa and ordinate of the automatic pairing of the new array elements, $x_{m}=2 \tan ^{-1}\left(\operatorname{Re}\left(\lambda_{m}\right)\right), y_{m}=$ $2 \tan ^{-1}\left(\operatorname{Im}\left(\lambda_{m}\right)\right), m=1, \ldots, M$
    : calculate the new array manifold $\mathbf{Z}_{\text {new }}$ of the new array
    obtain the new weight matrix $\mathbf{W}_{\text {new }}$ of the new arraywith respect to $P$ desired beampatterns from (46)
    14: Output: the coordinates $\left(x_{m}, y_{m}\right), m=1, \ldots, M$ of the new array elements, the new weight matrix $\mathbf{W}_{\text {new }}$ and the reconstructed beampatterns

