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#### Abstract

Synthesizing sparse arrays with discrete phase constraints is a critical problem in many applications. In this letter, we present a novel approach for synthesizing sparse arrays with discrete phase constraints using mixed-integer programming (MIP). The proposed approach optimizes both antenna positions and amplitude/phase excitations subject to the given discrete phase constraints. We show that our approach is flexible and can handle various practical constrains, such as minimum spacing constraints between elements, phase-only constraints in reconfigurable arrays. For each scenario, we obtain different MIP formulations, which can be solved using off-the-shelf solvers. Representative simulations are provided to demonstrate the effectiveness and superiority of the proposed method in sparse array synthesis.


Index Terms-Discrete phase constraint, mixed-integer programming (MIP), phase-only reconfigurable array, sparse array synthesis.

## I. Introduction

SPARSE antenna array is widely utilized in various fields, including wireless communication, radar, and navigation. Sparse antenna array has an advantage of reducing the hardware complexity as compared with the dense array [1], [2], [3]. Over the past few decades, numerous techniques have been developed for sparse array synthesis. As a traditional methodology for sparse array design, global optimization-based methods have been utilized to synthesize sparse arrays by finding optimal solutions through stochastic approaches. This further includes genetic algorithm [4], particle swarm optimization method [5], and simulated annealing method [6]. In general, these methods are time-consuming. Another approach for sparse array synthesis is based on matrix pencil method [7], [8], [9], [10]. However, this type of method usually requires a reference pattern and cannot accommodate additional constraints.

Recently, convex optimization techniques [11] have gained increasing popularity in the synthesis of sparse arrays. Convex optimization is applied to optimize both antenna positions and corresponding weights, to obtain the desired beampattern using the fewest elements within a given aperture [12]. For example, Fuchs [13] proposed an iterative reweighted $\boldsymbol{\ell}_{1}$ norm minimization technique to synthesize sparse arrays. This iterative reweighted method solves the convex approximation

[^0]of the original $\ell_{0}$ norm minimization problem. An effective compressed-sensing (CS) inspired deterministic algorithm is presented in [14], utilizing a modified weighting function and a novel clustering technique to reduce the computational effort and get better performance on sparse array synthesis. A reconfigurable sparse array synthesis method is proposed in [15], using focal underdetermined system solver (FOCUSS) and multiple measurement vectors (MMV) collaborative sparse recovery. A convex optimization-based synthesis algorithm with antenna selection was proposed in [16], where sparse array is designed by selecting antennas from a dense array including candidate antennas arranged closely. Moreover, the conjugate symmetric weights are utilized in [16] to maintain the convexity of the formulation. Apart from the aforementioned work, there also exist other convex optimization-based methods attempting to synthesize sparse arrays, as reported in [17], [18], [19], and [20].

The sparse array synthesis methods mentioned above do not consider discrete phase constraints for excitation. In practical applications, it is not feasible to implement continuous phase shifts for a given pattern radiation, as they require high-precision analog circuits. Instead, discrete phase shifts can provide a more feasible solution with lower implementation complexity and reduced power consumption. The work in [21], [22], [23], [24], and [25] addresses the problem of beampattern synthesis with discrete phase constraints. The methods for handling discrete phase constraints mainly include convex relaxation [21], searchtype computation [22], phase correction [23], and evolutionary algorithm [24], [25]. These methods often yield suboptimal solutions. Moreover, they cannot be directly extended to consider other practical constraints, such as the minimum element spacing constraint and/or the phase-only constraint.

In this letter, drawing inspiration from the concept of antenna selection [13], [14], [15], [16], [17], [18], we find that the problem of sparse array synthesis can be reformulated as a mixed-integer programming (MIP) problem [26]. Existing work utilizing MIP to model discrete phase constraints can be found in [27] and [28]. However, these work discusses beampattern synthesis for fixed arrays. In contrast, the proposed method in this letter enables the joint design of both element positions and excitation vectors. In addition, two practical extensions are considered for the proposed method. The first one is to synthesize sparse arrays with minimum element spacing constraints [17], [18], [19], thus alleviating the mutual coupling effect between antennas. The second extension is to synthesize phase-only reconfigurable sparse arrays [29], [30], [31], [32], which is able to alter radiating characteristics without changing the amplitude excitations. For each of these scenarios, we obtain different MIP models, which can be solved using general-purpose off-the-shelf solvers, such as GUROBI [33] and CPLEX [34]. Representative examples are presented to demonstrate the effectiveness of the proposed algorithm under various situations.

## II. Sparse Array Synthesis

## A. Problem Description

Under the assumption of narrowband and far-field, we take the focused beampattern as an example and consider an array composed of $N$ candidate antennas located at known positions. The antenna selection method [13] formulates sparse array synthesis problem as

$$
\begin{align*}
\min _{\boldsymbol{w}} & \|\boldsymbol{w}\|_{0}  \tag{1a}\\
\text { s.t. } & \Re\left\{\boldsymbol{w}^{H} \boldsymbol{a}\left(\bar{\theta}_{0}\right)\right\}=1  \tag{1b}\\
& \left|\boldsymbol{w}^{H} \boldsymbol{a}(\theta)\right| \leq \rho(\theta) \quad \forall \theta \in \mathbb{S} \tag{1c}
\end{align*}
$$

where $\boldsymbol{w}=\left[w_{1}, \ldots, w_{N}\right]^{T}$ is the complex excitation vector, $(\cdot)^{H}$ denotes the Hermitian transpose operation and $(\cdot)^{T}$ represents the transpose operation, $\vec{\theta}_{0}$ is the mainlobe axis, $\|\cdot\|_{0}$ represents the $\ell_{0}$ norm, $\mathbb{S}$ stands for the sidelobe region, $\rho(\theta)$ is the upper bound for sidelobe, and $\boldsymbol{a}(\theta)$ is the steering vector defining as

$$
\begin{equation*}
\boldsymbol{a}(\theta)=\left[g_{1}(\theta) e^{-j \omega \tau_{1}(\theta)}, \ldots, g_{N}(\theta) e^{-j \omega \tau_{N}(\theta)}\right]^{T} \tag{2}
\end{equation*}
$$

In (2), $g_{n}(\theta)$ represents the element pattern of the $n$th antenna, $\omega$ is the operating frequency, $\tau_{n}(\theta)$ denotes the time delay between the $n$th element and the reference one, $n=1, \ldots, N$.

To address the nonconvex problem (1), an iterative reweighted $\ell_{1}$ norm minimization method is introduced in [13] to obtain an approximate solution. However, it is sensitive to initial values and lacks the flexibility to impose additional constraints. Next, we propose a new formulation for the problem of sparse array synthesis using MIP.

## B. Sparse Array Synthesis Using MIP

Considering that the amplitude excitation is always limited in practical applications, it is reasonable to set the amplitude excitation not to exceed a certain threshold, i.e.,

$$
\begin{equation*}
|\boldsymbol{w}| \preceq \eta \cdot \mathbf{1} \tag{3}
\end{equation*}
$$

where $\eta$ is a sufficiently large positive constant. In (3), 1 represents a vector of all ones, whose dimension can be inferred from the context.

With the assumption (3), we can introduce a binary vector $\boldsymbol{b}=\left[b_{1}, \ldots, b_{N}\right]^{T}$ and reformulate the problem (1) as

$$
\begin{align*}
\min _{\boldsymbol{w}, \boldsymbol{b}} & \boldsymbol{1}^{T} \boldsymbol{b}  \tag{4a}\\
\text { s.t. } & \Re\left\{\boldsymbol{w}^{H} \boldsymbol{a}\left(\bar{\theta}_{0}\right)\right\}=1  \tag{4b}\\
& \left|\boldsymbol{w}^{H} \boldsymbol{a}(\theta)\right| \leq \rho(\theta) \quad \forall \theta \in \mathbb{S}  \tag{4c}\\
& |\boldsymbol{w}| \preceq \eta \cdot \boldsymbol{b}  \tag{4d}\\
& \boldsymbol{b} \in\{0,1\}^{N} . \tag{4e}
\end{align*}
$$

Note that in the above formulation (4), $\boldsymbol{b}$ is a binary vector, i.e., its elements can only take the values of zero or one as indicated in (4e). According to (4d), it becomes evident that if an element of $\boldsymbol{b}$ equals zero, the value at the corresponding position in $\boldsymbol{w}$ must be zero as well. Conversely, when an element of $\boldsymbol{b}$ takes one, the corresponding element in $\boldsymbol{w}$ can takes nonzero values. Based on this fact, the problem of minimizing $\ell_{0}$ norm of $\boldsymbol{w}$ can be converted into a problem of minimizing $\mathbf{1}^{T} \boldsymbol{b}$, as described in (4a). Similar reformulation for sparse problem can be found in [35] and [36].

The formulation (4) is an MIP problem, where some variables (see yuctor b) can only take. On integer values while others
(see vector $\boldsymbol{w}$ ) can take on continuous values. In fact, we can solve problem (4) using MIP solvers, such as GUROBI [33] and CPLEX [34].

## C. Sparse Array Synthesis With Discrete Phase Constraints

Phase quantization can reduce system cost and hardware complexity. Under discrete phase constraints, the phase excitation must be chosen from a given discrete alphabet. More specifically, assuming that the quantization bit is $D$ and defining $L=2^{D}$, we can obtain the following vector $\boldsymbol{c}$ by enumerating the complex exponentials of the candidate phases

$$
\begin{equation*}
\boldsymbol{c}=\left[1, e^{j 2 \pi / L}, \ldots, e^{j 2(L-1) \pi / L}\right]^{T} \tag{5}
\end{equation*}
$$

Introducing an $N \times L$ matrix $\mathbf{T}$ to indicate the amplitude excitation, we can further express the weighting vector as

$$
\begin{equation*}
w=\mathbf{T} \boldsymbol{c} \tag{6}
\end{equation*}
$$

where the entries of $\mathbf{T}$ are non-negative, i.e., $\mathbf{T} \succeq \mathbf{0}$. Since $\boldsymbol{c}$ is pre-assigned, designing $\boldsymbol{w}$ can be converted to designing for $\mathbf{T}$ with appropriate constraints.

Utilizing the above expression (6) and combining it with the formulation in (4), the problem of sparse array synthesis with discrete phase constraints can be formulated as

$$
\begin{align*}
\underset{\mathbf{T}, \mathbf{B}}{\min } & \mathbf{1}^{T} \mathbf{B} \mathbf{1}  \tag{7a}\\
\text { s.t. } & \Re\left(\mathbf{c}^{H} \mathbf{T}^{H} \boldsymbol{a}\left(\bar{\theta}_{0}\right)\right) \geq 1  \tag{7b}\\
& \left|\mathbf{c}^{H} \mathbf{T}^{H} \boldsymbol{a}(\theta)\right| \leq \rho(\theta), \theta \in \mathbb{S}  \tag{7c}\\
& \mathbf{T} \succeq \mathbf{0}  \tag{7d}\\
& \mathbf{T} \preceq \eta \cdot \mathbf{B}  \tag{7e}\\
& \mathbf{B} \mathbf{1} \preceq \mathbf{1}  \tag{7f}\\
& \mathbf{B} \in\{0,1\}^{N \times L} \tag{7~g}
\end{align*}
$$

where (7b) and (7c) constrain the mainlobe and sidelobe level for beampattern. As the discrete phase constraints are considered, we have replaced the equality constraint in (4b) with an inequality constraint in (7b). Similar to the binary vector $b$ in (4), we introduce an $N \times L$ binary matrix $\mathbf{B}$ in (7) to constrain the amplitude matrix T. More specifically, the constraint (7f) ensures that at most one element of each row in matrix $\mathbf{B}$ can be taken as one. With constraint (7f) satisfied, (7e) ensures that at most one element in each row of $\mathbf{T}$ can have a positive value, where $\eta$ in (7e) plays a similar role as it does in constraint (4d). Finally, to achieve sparse array synthesis, we minimize the number of ones in matrix $\mathbf{B}$ [as described in (7a)]. It should be noted that the formulation (7) is an MIP problem.

## D. Two Extensions Under Discrete Phase Constraints

In the preceding section, we formulated the problem of synthesizing a sparse array under discrete phase constraints as an MIP problem. Remarkably, the proposed model can be extended to address more intricate scenarios with various practical constraints. Next, we consider two extensions under discrete phase constraints.

1) Sparse Array Synthesis With Interelement Spacing Constraints: To mitigate the mutual coupling effect between antennas, it is crucial to enforce constraints on the minimum spacing between antennas [17], [18], [19]. According to the formulation (7) and defining $z \triangleq \mathbf{B} 1$, the minimum spacing constraints can be realized by controlling the number of the adjacent ones in the binary vector $z$.


Fig. 1. Comparison of the synthesized patterns.
Specifically, assuming the candidate antennas are uniformly distributed with an interelement spacing $d$, and the minimum allowable interelement spacing is $r$, then the sparse array synthesis problem considering minimum spacing constraint can be formulated as

$$
\begin{align*}
\min _{\mathbf{T}, \mathbf{B}} & \mathbf{1}^{T} \mathbf{B} \mathbf{1}  \tag{8a}\\
\text { s.t. } & \Re\left(\mathbf{c}^{H} \mathbf{T}^{H} \boldsymbol{a}\left(\bar{\theta}_{0}\right)\right) \geq 1  \tag{8b}\\
& \left|\mathbf{c}^{H} \mathbf{T}^{H} \boldsymbol{a}(\theta)\right| \leq \rho(\theta), \theta \in \mathbb{S}  \tag{8c}\\
& \mathbf{T} \succeq \mathbf{0}  \tag{8d}\\
& \mathbf{T} \preceq \eta \cdot \mathbf{B}  \tag{8e}\\
& \mathbf{B} 1 \preceq \mathbf{1}  \tag{8f}\\
& \mathbf{E B} \mathbf{1} \preceq \mathbf{1}  \tag{8~g}\\
& \mathbf{B} \in\{0,1\}^{N \times L} \tag{8h}
\end{align*}
$$

where the constraint $(8 \mathrm{~g})$ is newly added comparing to (7). Defining $M \triangleq\lfloor r / d\rfloor+1$ and $P \triangleq N-M+1$, we can express the $P \times N$ matrix $\mathbf{E}$ in $(8 \mathrm{~g})$ as

$$
\mathbf{E} \triangleq\left(\begin{array}{c}
\boldsymbol{e}_{1}^{T} \\
\boldsymbol{e}_{2}^{T} \\
\vdots \\
\boldsymbol{e}_{P}^{T}
\end{array}\right)=\left(\begin{array}{ccccccccc}
1 & 1 & \cdots & 1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 1 & 1 & 0 & \cdots & 0 & 0 \\
& & \ddots & & \ddots & & \ddots & & \\
0 & 0 & \cdots & 0 & 0 & 1 & \cdots & 1 & 1
\end{array}\right)
$$

where $\boldsymbol{e}_{p}$ is an $N$-dimensional vector, with its values being ones from the $p$ th element to the $(p+M-1)$ th element, and zeros for all other elements, $p=1, \ldots, P$.
2) Synthesis of Phase-Only Reconfigurable Sparse Arrays: In phase-only reconfigurable arrays, the beam direction or beam shape can be changed solely by adjusting the phase excitation. In this case, we need to jointly design the amplitude excitation, arrangement of antenna position, and (discrete) phase excitation of each beam, according to the given radiation requirements.

Taking the focused-beam scanning as an example and denoting the number of beams as $K$, we follow (6) and express the weight vector of the $k$ th beam as

$$
\begin{equation*}
\boldsymbol{w}_{k}=\mathbf{T}_{k} \boldsymbol{c} \quad \forall k \in \mathbb{K} \triangleq\{1,2, \ldots, K\} \tag{9}
\end{equation*}
$$

We can then obtain the following formulation:

$$
\begin{align*}
\min _{\left\{\mathbf{T}_{k}\right\}_{k=1}^{K},\left\{\mathbf{B}_{k}\right\}_{k=1}^{K}, \mathbf{t}, \mathbf{s}} & \mathbf{1}^{T} \mathbf{s}  \tag{10a}\\
\text { s.t. } & \Re\left(\mathbf{c}^{H} \mathbf{T}_{k}^{H} \boldsymbol{a}\left(\bar{\theta}_{k}\right)\right) \geq 1 \quad \forall k \in \mathbb{K}  \tag{10b}\\
& \left|\mathbf{c}^{H} \mathbf{T}_{k}^{H} \boldsymbol{a}(\theta)\right| \leq \rho_{k}(\theta), \theta \in \mathbb{S}_{k} \quad \forall k \in \mathbb{K}
\end{align*}
$$

$$
\begin{align*}
& \mathbf{T}_{k} \succeq \mathbf{0} \quad \forall k \in \mathbb{K}  \tag{10e}\\
& \mathbf{T}_{k} \preceq \eta \cdot \mathbf{B}_{k} \quad \forall k \in \mathbb{K}  \tag{10f}\\
& \mathbf{B}_{k} \mathbf{1}=\mathbf{s} \quad \forall k \in \mathbb{K}  \tag{10~g}\\
& \mathbf{s} \preceq \mathbf{1}  \tag{10h}\\
& \mathbf{B}_{k} \in\{0,1\}^{N \times L} \quad \forall k \in \mathbb{K} \tag{10i}
\end{align*}
$$

where $\bar{\theta}_{k}$ represents the mainlobe axis of the $k$ th beam, $\rho_{k}(\theta)$ is the upper bound level for sidelobe, and $\mathbb{S}_{k}$ is the sidelobe region. Note that we have introduced $K$ binary matrices (i.e., $\mathbf{B}_{k}$ ) in (10). In constraint (10d), a dummy variable $t$ is introduced to ensure that $\mathbf{T}_{k} \mathbf{1}$ take on the same values for any $k \in \mathbb{K}$. This guarantees that each beam has the same amplitude excitation, i.e., satisfying phase-only control. Constraints (10f)-(10h) ensure that different beams are synthesized by the same array. Finally, the cost function in (10a) aims to minimize the number of antennas, thus achieving sparse array synthesis. Similar to (7) and (8), the formulation (10) is an MIP problem.

## III. Numerical Results

In this section, several representative simulations are provided to demonstrate the effectiveness and superiority of the proposed method. ${ }^{1}$ The iterative reweighted $\ell_{1}$ norm minimization method in [13], the CS-inspired sparse array synthesis method in [14] and the MMV-FOCUSS method in [15] are tested for comparison if applicable. In all the simulations below, we set $\eta$ to 5 . The number of phase quantization bits is set to 4 , i.e., $L=16$. In our simulations, the proposed MIP models are solved by GUROBI [33]. The simulations are conducted using a computing platform, the processor is Intel Core i7-10750H CPU at 2.60 GHz .

## A. Sparse Array Synthesis With Discrete Phase Constraints

In the first simulation, only discrete phase constraint is considered. In this case, we steer the mainlobe axis to $\bar{\theta}_{0}=30^{\circ}$. The mainlobe width of the desired focused pattern is $10^{\circ}$, and the nonuniform sidelobe upper level is shown by the black dashed line in Fig. 1. For the iterative reweighted method and the proposed method, we use 80 candidate antennas which are uniformly distributed with an interelement spacing $d=\lambda / 3$. For the CS inspired method, we preset 533 candidate antennas with an interelement spacing $d=\lambda / 3$.

Fig. 1 shows the resulting beampatterns of three methods. We can see that the radiation pattern of the proposed method meets the expected requirements completely, while the sidelobe levels of the other exceed the desired levels. This is mainly because the reweighted method and the CS inspired method rounds the obtained phases, whereas the proposed method designs discrete phases directly. For the proposed method, the ultimate antenna number is 31 costing 2479 s . The resulting array element numbers for the iterative reweighted method and the CS inspired method are 29 and 34 , with computational times of 110 s and 1599 s, respectively.

## B. Sparse Array Synthesis With Interelement Spacing Constraints

In the second example, we consider interelement spacing constraints in sparse array synthesis. For the proposed method, the number of candidate antennas is 30, and the interelement spacing


Fig. 2. Simulation results of sparse array synthesis with two different minimum interelement spacing constraints. (a) Synthesized patterns. (b) Distributions of amplitude excitations for the synthesized sparse array. (c) Distributions of phase excitations for the synthesized sparse array.


Fig. 3. Simulation results for the synthesis of phase-only reconfigurable sparse arrays. (a) Synthesized patterns considering reconfigurability. (b) Distributions of amplitude excitations for the synthesized sparse array. (c) Distributions of phase excitations for the synthesized sparse array.
is $d=0.2 \lambda$. For CS inspired method, these parameters are 120 and $d=\lambda / 20$, respectively. We consider two scenarios with minimum interelement spacing of $0.4 \lambda$ and $0.6 \lambda$, respectively. In both cases, we steer the beam axis to $\bar{\theta}_{0}=30^{\circ}$ and adopt a low sidelobe focused radiation pattern as the desired one.

For the proposed method, the resulting antenna number of the synthesized array is 7 in both scenarios. The ultimate antenna number for the CS-inspired method is 9. Fig. 2 shows the simulation results of two methods. From the synthesized patterns as depicted in Fig. 2(a), one can see that the proposed method can synthesize qualified radiation patterns. Fig. 2(b) and (c) provides the distributions of amplitude and phase excitations with the arrangement of antenna positions. For the proposed method, we can see from Fig. 2(c) that all the phase excitations satisfy the preset discrete phase constraints, and the spacing between antennas satisfies the minimum spacing constraint. In contrast, for the CS-inspired method, the minimum spacing constraint is not satisfied. Also, it should be noted that the running time of the proposed method ( 5168 s ) is longer than that of the CS-inspired method (2571 s).

## C. Synthesis of Phase-Only Reconfigurable Sparse Arrays

For the last simulation, we implement the synthesis of phaseonly reconfigurable sparse arrays. For simplicity, we consider a two-beam scenario. To synthesize a reconfigurable sparse array radiating low sidelobe focused patterns, we steer the mainlobe axes to $\bar{\theta}_{1}=0^{\circ}$ and $\bar{\theta}_{2}=30^{\circ}$, respectively. For the proposed method, we use a candidate antenna array consists of 30 antennas with inter element spacing $\lambda / 3$. For comparison, we conduct MMV-FOCUSS method using 600 candidate antennas and interelement spacing $\lambda / 60$.

Fig. 3 presents the simulation results with the above parameters. We can see from Fig. 3(a) that the two reconfigurable radiation patterns of the proposed method (with 7 antennas)
satisfy the given requirements. However, the patterns of the MMV-FOCUSS method (with 11 antennas) exceed the expected sidelobe due to phase quantization. The distributions of amplitude and phase excitations with the arrangement of antenna positions are presented in Fig. 3(b) and (c), respectively. Notice that after considering reconfigurability, the two sets of amplitude excitations of the proposed method are the same, thus satisfying the requirement of phase-only control. In addition, the proposed method exhibits two distinct sets of phase distributions, both of which satisfy the discrete phase constraints. Finally, it can be observed from Fig. 3(b) that the amplitude excitations of the two beams are different for the MMV-FOCUSS method. Therefore, the MMV-FOCUSS method is unable to synthesize phase-only reconfigurable sparse array in this scenario. In this simulation, the MMV-FOCUSS method can be completed within a few seconds, while the running time of the proposed method exceeds 6000 s .

## IV. Conclusion

In this letter, we have presented a novel approach for synthesizing sparse arrays with discrete phase constraints via MIP. Our proposed approach optimizes both antenna positions and amplitude/phase excitations subject to the given discrete phase constraints. Our approach can handle various practical constraints, such as minimum spacing constraints between antennas, phase-only constraints in reconfigurable arrays. For different scenarios, we have formulated different MIP models that can be solved using off-the-shelf solver. We have presented representative simulations to demonstrate the effectiveness of the proposed method. Although exhibiting superior performance in sparse array synthesis, the proposed method has the drawback of long computational time. Future work will incorporate array perturbations into consideration to improve the robustness of sparse array synthesis.
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