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Abstract—In this paper, a design framework based on in-
teger linear programming is proposed for optimizing sparse
array structures. We resort to binary vectors to formulate the
design problem for non-redundant arrays (NRA) and minimum-
redundant arrays (MRA). The flexibility of the proposed frame-
work allows for dynamic adjustment of constraints to meet
various applicative requirements, e.g., to achieve desired array
apertures and mitigate mutual coupling effects. The proposed
framework is also extended to the design of high-order arrays
associated by exploiting high-order cumulants. The effectiveness
of the proposed sparse array design framework is investigated
through extensive numerical analysis. A comparative analysis
with closed-form solutions and integer linear programming-based
array design methods confirms the superiority of the proposed
design framework in terms of number of degrees of freedom
(DOF) and direction of arrival (DOA) estimation accuracy.

Index Terms—Non-redundant array, minimum-redundant ar-
ray, sparse array design, integer linear programming.

I. INTRODUCTION

IN recent years, there has been a growing interest in the de-
sign and optimization of antenna arrays for various applica-

tions, including radar, wireless communication, and navigation
[1], [2], [3]. Among different array configurations, sparse arrays
have gained significant attention due to their ability to achieve
high-resolution with reduced hardware complexity and cost [4],
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[5], [6]. Sparse arrays with non-uniform inter-element spacing
have the ability to estimate the direction of arrival (DOA) for
more sources than the number of physical elements. Typically,
resolving more sources is achieved by constructing a virtual
array using the second-order or higher-order moments of the
received data. The ability to resolve uncorrelated sources is
measured by degrees of freedom (DOF), which are related to
redundancy for the array. Redundancy, in this context, refers
to the existence of overlapping or redundant elements within
the virtual array [7]. For a sparse array, lower redundancy
corresponds to more degrees of freedom, leading to a greater
number of resolvable DOAs.

In the past few decades, various array design methods have
been proposed. Given the number of elements, the concepts of
non-redundant array (NRA) [8], [9] and minimum-redundant
array (MRA) [10] have been proposed to reduce array redun-
dancy. Specifically, NRAs aim to eliminate overlapping virtual
elements to create a sparse configuration, whereas MRAs min-
imize redundant virtual elements while maintaining a virtual
uniform linear array (ULA). Although theoretically feasible,
solving the above two types of sparse arrays poses considerable
challenges.

To facilitate array design, various sparse arrays with closed-
form solutions have been proposed. By arranging the array
elements in a nested manner, the nested array [11] can pro-
vide O(N2) DOF with N physical sensors. This significantly
enhances the ability to resolve the number of signal sources
compared to traditional ULAs, which can distinguish N − 1
sources at most. Several extensions have been proposed, e.g.,
the improved nested array (INA) [12] and the enhanced nested
array (ENA) [13], which are achieved by augmenting the inter-
element spacing of the external ULA and incorporating ad-
ditional sensors. Note that although nested arrays and their
extended forms can enhance DOF, their difference co-arrays
(DCA) maybe not hole-free ULAs, which is necessary for
unambiguous and accurate DOA estimation. Another notable
type of sparse array is the coprime array (CPA) [14]. CPAs are
constructed by arranging multiple subarrays with different num-
bers of sensors, where the sensor counts are co-prime to each
other. Coprime arrays provide enhanced degrees of freedom
and increased aperture, leading to improved spatial resolution
and direction finding capabilities. Variations of coprime arrays
include enhanced coprime array (ECA) [15] and CPA-like array
[16], [17], [18], [19], [20], which are specifically designed
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to augment the DOF and fill in spatial holes. Nevertheless,
the aforementioned nested arrays and coprime arrays do not
consider the mutual coupling effects between antennas [21].
Additionally, neither type of array allows for flexible design
based on practical constraints.

To reduce mutual coupling between antennas, several new
forms of sparse arrays have been proposed recently. For exam-
ple, [22] and [23] introduced the concept of super nested array
(SNA), which provides a closed form solution for the sensor
location. The augmented nested array (ANA) is presented in
[24] to reduce mutual coupling, by splitting the dense subarray
of NA into several parts. In [25], a new type of array called
thinned co-prime array (TCA) was proposed to reduce mutual
coupling. It achieves the same virtual aperture and degrees of
freedom as traditional coprime arrays with a smaller number
of sensors. In addition, sparse arrays based on the maximum
inter-element spacing constraint (MISC) were presented in [26],
[27]. It provides a closed-form solution for sparse array design
with reduced mutual coupling. In order to obtain high degrees
of freedom with low mutual coupling, the enhanced MISC
(EMISC) array was proposed in [28]. The fractal arrays were
proposed in [29], [30], [31], [32], [33], using the concept of
fractal geometry [34]. Fractal arrays can inherit the favorable
characteristics of a small array, including low mutual coupling.
In addition to considering the mutual coupling effects, recent
works have also taken into account the possibility of antenna
failures in sparse array design. Specifically, the authors of [35],
[36], [37] discussed the robustness and stability of sparse ar-
rays. Several sparse arrays with improved robustness have been
presented in [38], [39], [40].

The aforementioned methods focused on sparse array design
using second-order difference arrays, whereas several recent
works have explored sparse array design using higher-order
cumulants [41], [42], aiming to achieve higher DOF. These
include studies such as, the 2q-level nested arrays (2qL-NA)
presented in [43], the simplified and enhanced multiple level
nested arrays (SE-2qL-NA) presented in [44], and the fractal
array-based 2qth order differential cooperative arrays (2qth-O-
Fractal) presented in [45], [46]. However, similar to the existing
sparse array design methods using second-order cumulants,
these approaches are unable to provide flexible array design
based on specific requirements, such as array aperture limi-
tations, inter-element spacing constraints, redundancy require-
ments, and the cumulant order. This motivated us to investigate
a general framework for sparse array design, which can achieve
flexible sparse array design based on practical considerations.

In this paper, we propose a new framework for sparse
array design using integer programming. We find that the de-
sign of the non-redundant array and minimum-redundant ar-
ray can be formulated as an integer linear programming (ILP)
problem. On this basis, we can add constraints according to
specific requirements, thus resulting in different ILP models
and enabling flexible sparse array design. The proposed sparse
array design framework allows to impose constraints based
on redundancy requirements (such as minimum-redundancy or
non-redundancy), as well as consider multiple practical con-
straints (such as mutual coupling and array aperture limitations)

simultaneously. The proposed scheme can be solved using
general-purpose off-the-shelf solvers, such as Gurobi [47] and
CPLEX [48]. Moreover, our framework can be extended to
higher-order moment scenarios. Previous work utilizing ILP
to model sparse array design can be found in [9]. However,
the method presented in [9] is only applicable to the design of
a non-redundancy array. In contrast, the framework proposed
is suitable for the design of both non-redundant arrays and
minimum-redundant arrays. Moreover, our framework can be
further extended to sparse array design based on higher-order
cumulants. Additionally, for the non-redundant array case, the
proposed framework utilizes a different modeling approach.
The main contributions of this paper can be summarized as
follows:

1) We propose a new framework for sparse array design uti-
lizing integer linear programming. The proposed scheme
can be solved using general-purpose off-the-shelf solvers,
providing a new perspective and solution for sparse array
design.

2) The proposed sparse array design framework allows to
impose constraints based on redundancy requirements
(such as minimum-redundancy or non-redundancy), as
well as considers multiple practical constraints (such
as mutual coupling and array aperture limitations)
simultaneously.

3) The proposed scheme differs from existing ILP-based
sparse array design methods and can be extended to ar-
ray design with higher-order cumulants. Furthermore, the
proposed method can achieve multi-objective optimiza-
tion. For instance, given a fixed number of array elements,
it can design a minimum redundancy array while also
minimizing mutual coupling.

The paper is organized as follows. In Section II, we review
some preliminaries on sparse arrays. In Section III, we pro-
pose a new framework to design NRA using integer linear
programming. In Section IV, the design of MRA is presented.
In Section V, the proposed framework is extended to the designs
of NRA and MRA under higher-order cumulants. Numerical re-
sults are presented in Section VI to demonstrate the superiority
of the proposed framework. Finally, we draw the conclusion in
Section VII.

Notations: In this paper, (·)T , (·)∗ and (·)H denote trans-
pose, conjugate and conjugate transpose of matrix or vector,
respectively. We use boldface to represent vector a (lower case)
and matrix A (upper case), respectively. The blackboard bold
letter P represents the collection. Z+ represents the set of all
positive integers. The cardinality of the collection P is denoted
by |P|. E[·] is the operation to find the expected value. The
vectorization of the matrix A is expressed as vec(A). ‖ · ‖F is
the Frobenius norm. 1N and 0N denote N -dimensional vector
with all elements of one and zero, respectively. IN represents
the N ×N identity matrix. j =

√
−1 is the imaginary unit.

diag([a1, a2, . . . , aN ]) returns a diagonal matrix with diago-
nal elements {an}Nn=1. The Kronecker product and Khatri-Rao
product are denoted by ⊗ and �, respectively. a� b and a� b
are defined as component wise inequality between vectors a and
b. a∼ CN (0N ,Ξ) indicates that the N -dimensional random
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vector a follows a Gaussian distribution with mean zero and
covariance Ξ.

II. PRELIMINARIES

A. Signal Model

Consider K narrowband far-field uncorrelated sources with
carrier wavelength λ impinging on an N -element linear ar-
ray, where the sensor positions are represented by pnλ/2, n=
1, 2, . . . , N . Here pn belongs to an integer set P (|P|=N )
and the position vector is p= [p1, p2, . . . , pN ]T . Without loss
of generality, we take p1 = 0. The DOAs of the sources are
{θ1, . . . , θK}, with powers {σ2

1 , . . . , σ
2
K}, respectively. The ar-

ray snapshot x(t) can be expressed as:

x(t) =
K∑

k=1

sk(t)a(θk) + n(t) =As(t) + n(t) (1)

where sk(t) represents the baseband waveform of the kth sig-
nal, n(t)∼ CN (0N , ζ2IN ) is the noise. Noise and signals are
assumed to be uncorrelated. Here, ζ2 denotes the noise vari-
ance. The matrix A= [a(θ1), . . . ,a(θK)] represents the array
manifold with a(θk) given as:

a(θk) = [1, ejπp2 sin(θk), . . . , ejπpN sin(θk)]T (2)

The spatial covariance matrix of the received data vector x(t)
can be obtained as:

Rx = E[x(t)xH(t)] =ARsA
H + ζ2 · IN

=
K∑

k=1

σ2
ka(θk)a

H(θk) + ζ2 · IN (3)

where Rs = E[s(t)sH(t)] = diag([σ2
1 , σ

2
2 , . . . , σ

2
K ]) is the

source covariance matrix. In practice, the covariance Rx is
usually estimated from the sample average of T snapshots.

B. Difference Co-Array

For simplicity, we initially focus on the difference co-array
based on the second-order moment. According to (3), the vec-
torization of Rx can be expressed as:

z= vec(Rx) = (A∗ �A)Σ+ ζ2 · e (4)

whereΣ= [σ2
1 , σ

2
2 , . . . , σ

2
K ]T and e= vec(IN ). Comparing (1)

and (4), the new vector z can be regarded as a received signal
of a virtual sensor array whose manifold is expressed as (A∗ �
A). This corresponds to a virtual array, commonly referred to
as the difference co-array of the original array. The positions of
all virtual array elements can be represented by the following
set D:

D= {pi − pj | pi, pj ∈ P} (5)

For illustration purpose, we introduce the following two
definitions.

Definition 1: Given an array P, the DOF is defined as the
cardinality of its difference co-array D.

Definition 2: The weight function w(n) of an array P is
defined as the number of sensor pairs with interval n, namely,

w(n) =
∣∣ {(pi, pj) ∈ P

2| pi − pj = n
} ∣∣, n ∈ D (6)

The performance of correlation-based estimators is primarily
influenced by the DOF of the sparse array. A larger DOF allows
for the recovery of a greater number of uncorrelated sources.
The mutual coupling between array elements can be qualita-
tively expressed by the weight function. The larger the w(n)
corresponding to a small value of n is, the more serious the
mutual coupling of the array is. In particular, the first three co-
array weights i.e., w(1), w(2) and w(3) have the highest impact
on mutual coupling of an array.

III. NON-REDUNDANT LINEAR ARRAY DESIGN

In this section, we present the methodology for designing the
non-redundant linear array. Non-redundant arrays maximize the
number of DOFs by achieving the maximum possible number
of unique elements in the resulting difference co-array. In a non-
redundant sparse array, all non-zero co-array elements are dis-
tinct. Different from the approach described in [9], we present
a new integer linear programming model for designing non-
redundant arrays. The proposed framework enables the design
of non-redundant arrays under practical constraints.

A. Design of Non-Redundant Linear Arrays

Based on the expression in (5) and the definition of non-
redundant array, it is necessary to ensure the uniqueness of all
(non-zero) elements in the difference co-array D to achieve a
non-redundant array. It is evident that if the array aperture is
sufficiently long, we can always construct a non-redundant ar-
ray. Therefore, we consider how to minimize the array aperture
while ensuring non-redundancy.

Without loss of generality, we assume that the number of
antennas is N , and the antennas are arranged in ascending order,
i.e., pN > pN−1 > · · ·> p1. To facilitate the explanation, we
define the following matrix Si:

Si =

⎡

⎢⎢⎢⎣

−1 1
−1 1

. . .
. . .
−1 1

⎤

⎥⎥⎥⎦ ∈ R
(i−1)×i (7)

where the subscript i represents the column number of Si. Then
the ascending order of antenna positions can be constrained by
the following inequality:

SNp� 1N−1 (8)

To impose constraints on non-redundancy, we first notice
the symmetry of the difference co-array. This allows us to de-
sign non-redundant arrays by considering only the positive side
of the co-array, thereby reducing computational complexity.
To represent the positive co-array from the antenna position
vector p, we define the U ×N combination matrix J, with
U =N(N − 1)/2. Each row element of J consists of a positive
one and a negative one, thus subtracting the positions of two
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antennas at specific locations [9]. Take N = 4 as an example,
the matrix J is given by:

⎡

⎢⎢⎢⎢⎢⎢⎣

−1 1 0 0
−1 0 1 0
−1 0 0 1
0 −1 1 0
0 −1 0 1
0 0 −1 1

⎤

⎥⎥⎥⎥⎥⎥⎦
(9)

Then, the resulting vector Jp represents all the possible posi-
tive elements in D. To achieve non-redundancy, our main con-
cern is how to ensure the uniqueness of the element values in
vector Jp.

To proceed, we notice that if at most one element of (Jp− c ·
1U ) is zero, it implies no duplicate elements c within the vector
Jp. Based on the above principle, we assume each element
value of Jp does not exceed a positive constant M , and define

h� [1, 2, . . . ,M ]T (10)

If for any element c in h, it is ensured that (Jp− c · 1U ) has at
most one element as zero, then there are no duplicate elements
in Jp. To achieve this, we construct the following vector:

1M ⊗ Jp− h⊗ 1U =

⎡

⎢⎢⎢⎣

Jp− 1 · 1U

Jp− 2 · 1U

...
Jp−M · 1U

⎤

⎥⎥⎥⎦ (11)

Our problem is transformed into how to ensure that there
is at most one zero element for each U -dimensional subvector
in (11).

The above problem can be modeled and solved by introduc-
ing a UM × 1 binary vector b, whose elements are either 0 or
1. More specifically, given a sufficiently large positive constant
α, we constrain p and b as

−α ·

⎡

⎢⎢⎢⎣

b1

b2

...
bM

⎤

⎥⎥⎥⎦

︸ ︷︷ ︸
b

�

⎡

⎢⎢⎢⎣

Jp− 1 · 1U

Jp− 2 · 1U

...
Jp−M · 1U

⎤

⎥⎥⎥⎦

︸ ︷︷ ︸
1M⊗Jp−h⊗1U

� α ·

⎡

⎢⎢⎢⎣

b1

b2

...
bM

⎤

⎥⎥⎥⎦

︸ ︷︷ ︸
b

(12)

In (12), it is important to note that if an element of b is zero,
the corresponding element in (1M ⊗ Jp− h⊗ 1U ) must also
be zero. Conversely, if an element of b is one, there are no
restrictions on the values of the elements in the corresponding
rows of (1M ⊗ Jp− h⊗ 1U ), as α is sufficiently large.

Recalling (11), to ensure that there is at most one zero
element for each U -dimensional subvector, we can constrain
the number of ones in b, resulting in the following compact
constraints:

(IM ⊗ 1T
U )b� (U − 1) · 1M (13)

1T
UMb= U(M − 1) (14)

The constraint (13) guarantees that there is at most one zero
element for each U -dimensional subvector bk, k = 1, . . . ,M .
The constraint (14) ensures that the number of zero elements in

Algorithm 1 The NRA Design Algorithm

1: Input: N , α, M , and U =N(N − 1)/2
2: construct SN and h by (7) and (10), respectively
3: construct U ×N combination matrix J following (9)
4: obtain the model (15) and solve it using ILP solver
5: Output: the array elements position vector p=

[p1, p2, ..., pN ]T and the binary vector b

b is exactly equal to U . Considering that the length of Jp is U ,
the above constraints (12)-(14) ensure that the elements of Jp
are not repeated. In other words, all the (non-zero) elements in
the difference co-array D are unique if (12)-(14) are satisfied.

Finally, the design of non-redundant linear array with mini-
mum array aperture can be formulated as:

minimize
p,b

pN (15a)

subject to SNp� 1N−1 (15b)

− α · b� 1M ⊗ Jp− h⊗ 1U � α · b (15c)

(IM ⊗ 1T
U )b� (U − 1) · 1M (15d)

1T
UMb= U(M − 1) (15e)

b ∈ {0, 1}UM (15f)

p ∈ Z
N
+ (15g)

Note that all the optimization variables in (15) are integers
(as indicated in (15f) and (15g)), and the constraints (15b)-
(15e) are linear. Therefore, the formulation (15) is an integer
linear programming (ILP) problem, which can be solved using
general-purpose off-the-shelf solvers, such as Gurobi [47] and
CPLEX [48]. The NRA design algorithm is summarized in
Algorithm 1.

Remark 1: To ensure that problem (15) has a solution, it is
only necessary to take α≥M , and no upper bound is required
for α.

B. Design of Generalized Non-Redundant Linear Arrays

In this subsection, we extend the ILP framework in (15) by
considering practical constraints. Specifically, we demonstrate
the non-redundant array design under array aperture constraint
and reduced mutual coupling scenario separately. Its extension
to more complicated cases is straightforward.

1) Desired Array Aperture: Let A be the desired array
aperture for the non-redundant array. Then the problem of non-
redundant array design with desired array aperture constraint
can be readily formulated by incorporating (15) with the fol-
lowing new constraint:

pN ≤A (16)

Since we have already constrained the array aperture, the
objective function should naturally become maximizing pN
[9], i.e.,

maximize
p,b

pN (17)
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Also, to ensure the validity of the constraint (16), the range of
desired aperture A should be greater than M̄ , which represents
the array aperture of an N -element non-redundant array with
a minimum aperture [9]. In fact, we can find that M̄ should
be equal to the optimal value of the problem (15). On the
other hand, since we are considering the problem of aperture
maximization for non-redundant arrays, it is not difficult to infer
that there is no upper bound for the desired aperture A.

2) Reduced Mutual Coupling: The motivation behind this
array design is to mitigate the adverse effects of mutual cou-
pling. Considering the fact that small co-array lag values con-
tribute significantly to the mutual coupling effects, we can
constrain the co-array to have holes at lag 1, . . . , L, where L
is a small positive integer. At this point, we have w(1) = · · ·=
w(L) = 0. To accomplish the above objective, we can simply
replace constraint (15b) in (15) with the following constraint:

SNp� (1 + L) · 1N−1 (18)

The design process of generalized NRA can be adjusted and
modified according to Algorithm 1.

Finally, it should be noted that although both employ integer
programming, the proposed framework is different from that
in [9]. In particular, the method in [9] designs non-redundant
arrays by constraining that each lag is not equal to any of the
others. In contrast, our approach directly constraints the occur-
rences of each lag to achieve non-redundancy. Additionally, it
is worth noting that the method in [9] is only applicable to non-
redundant arrays, whereas the proposed framework can also be
applied to the design of minimum-redundant arrays.

IV. MINIMUM-REDUNDANT LINEAR ARRAY DESIGN

In the previous section, we presented a novel framework
based on integer linear programming for the design of non-
redundant arrays. In this section, we focus on the design of
minimum-redundant arrays using the same framework. Dif-
ferent from the non-redundant arrays, the minimum-redundant
arrays provide the lowest possible redundancy while still sat-
isfying specific criteria. Minimum-redundant arrays can be
further classified into two types: the restricted MRA and the
general MRA.

A. Restricted MRA

In the restricted MRA case, the difference co-arrays are
uniformly distributed with intervals of array aperture. In other
words, all the elements of the difference co-array D are consec-
utive. Under this constraint and given N antennas, the problem
is how to minimize the redundancy by designing the position
vector p= [p1, p2, . . . , pN ]T .

Following the proposed design framework, we assume that
the antennas are arranged in ascending order. Due to the con-
straint of continuity on the difference co-array, the maximum
lag does not exceed U =N(N − 1)/2. Based on the above fact,
we define u= [1, 2, . . . , U ]T and introduce a U2 × 1 binary

vector b. With a sufficiently large constant α, we constrain p
and b as:

−α ·

⎡

⎢⎢⎢⎣

b1

b2

...
bU

⎤

⎥⎥⎥⎦

︸ ︷︷ ︸
b

�

⎡

⎢⎢⎢⎣

Jp− 1 · 1U

Jp− 2 · 1U

...
Jp− U · 1U

⎤

⎥⎥⎥⎦

︸ ︷︷ ︸
1U⊗Jp−u⊗1U

� α ·

⎡

⎢⎢⎢⎣

b1

b2

...
bU

⎤

⎥⎥⎥⎦

︸ ︷︷ ︸
b

(19)

The role of the constraint (19) is similar to (12). Through an
appropriate constraint on b, we can control the redundancy and
achieve continuity on the difference co-array.

Specifically, we introduce another binary vector y = [y1,
y2, . . . , yU ]

T and constrain b and y as:

⎡

⎢⎢⎢⎣

U(1− y1)
U(1− y2)

...
U(1− yU )

⎤

⎥⎥⎥⎦

︸ ︷︷ ︸
U ·(1U−y)

�

⎡

⎢⎢⎢⎣

1T
U

1T
U

. . .
1T
U

⎤

⎥⎥⎥⎦

︸ ︷︷ ︸
IU⊗1T

U

⎡

⎢⎢⎢⎣

b1

b2

...
bU

⎤

⎥⎥⎥⎦

︸ ︷︷ ︸
b

�

⎡

⎢⎢⎢⎣

U − y1
U − y2

...
U − yU

⎤

⎥⎥⎥⎦

︸ ︷︷ ︸
U ·1U−y

(20)

From (20), it is not difficult to find that bk = 1U , if and only
if yk = 0. On the other hand, bk contains elements with zero
value, if and only if yk = 1. The above conclusions are true
for any k ∈ {1, 2, . . . , U}. On this basis, we further restrict the
elements of y to be monotonically non-increasing, i.e.,

SUy � 0 (21)

This inequality ensures that the element 1 in the vector y will be
arranged at the front of y before all zero elements, consequently
ensuring the priority arrangement of bk with zero elements,
thereby preserving the continuity of DCA. With the constraints
(20) and (21), the continuity of the difference co-array is guar-
anteed. Furthermore, to achieve minimal redundancy, we need
to maximize the aperture of difference co-array, which is equiv-
alent to maximizing the value of 1T

Uy or pN .
Finally, the design of minimum-redundant linear array in the

restricted case can be formulated as:

maximize
p,b,y

1T
Uy (22a)

subject to SNp� 1N−1 (22b)

SUy � 0U−1 (22c)

− αb� 1U ⊗ Jp− u⊗ 1U � αb (22d)

U ·(1U − y)� (IU ⊗ 1T
U )b� U ·1U − y (22e)

1T
U2b= U(U − 1) (22f)

b ∈ {0, 1}U2

(22g)

y ∈ {0, 1}U (22h)

p ∈ Z
N
+ (22i)

The restricted MRA design algorithm is summarized in
Algorithm 2.
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Algorithm 2 The Restricted MRA Design Algorithm

1: Input: N , α, and U =N(N − 1)/2
2: construct u= [1, 2, . . . , U ]T

3: construct SN and SU by (7)
4: construct U ×N combination matrix J following (9)
5: obtain the model (22) and solve it using ILP solver
6: Output: the array elements position vector p= [p1,

p2, ..., pN ]T and the binary vector b and y

B. General MRA

In the general case of MRA, consecutive lags can have a
maximum value smaller than the array aperture, but this does
not mean that the remaining lags are redundant. The largest lag
among consecutive lags is denoted as pcon, and it holds that
pcon < pN .

Similarly, we assume that sensor positions are sorted in an
ascending order. Consistent with the restricted MRA case, the
binary vector y is introduced to ensure continuity of difference
co-array lags. Besides, M is a sufficiently large positive integer,
the same definition as in the zero redundancy problem. Never-
theless, in the general MRA case, not all lags are consecutive.
Then the vector y can no longer be directly constrained with
SU , but a new weight vector r is introduced to ensure the
continuity of the first few lags:

r= [βM−1, βM−2, . . . , 1]T (23)

where β > 1. The vector r ensures that the elements closer to
the beginning of y carry a heavier weight, aiming to prioritize
placing the 1 elements of y as much as possible at the forefront.
This also implies that the elements in Jp attempt to be as
continuous as possible at the beginning. Hence, the general
MRA case optimization problem can be formulated as:

maximize
p,b,y

rTy (24a)

subject to SNp� 1N−1 (24b)

− αb� 1M ⊗ Jp− h⊗ 1U � αb (24c)

(IM ⊗ 1T
U )b� U · 1M − y (24d)

1T
UMb= U(M − 1) (24e)

b ∈ {0, 1}UM (24f)

y ∈ {0, 1}M (24g)

p ∈ Z
N
+ (24h)

where h is defined the same as in (15). The general MRA design
algorithm is summarized in Algorithm 3.

In contrast to the restricted MRA, the general MRA elimi-
nates the constraint (22c). And in general MRA, the constraint
(24d) corresponds to a constraint (22e) in restricted MRA but
obviously (24d) is relaxed than (22e). These modifications arise
from the fact that the general MRA does not impose strict
continuity requirements on the elements of the difference co-
array. Rather, it necessitates a more extended initial continuity.
To address this, we introduce a weight vector r aimed at max-
imizing rTy. This ensures that the continuous segment of the

Algorithm 3 The General MRA Design Algorithm

1: Input: N , α, M , β > 1 and U =N(N − 1)/2
2: construct h and r by (10) and (23), respectively
3: construct SN by (7)
4: construct U ×N combination matrix J following (9)
5: obtain the model (24) and solve it using ILP solver
6: Output: the array elements position vector p= [p1,

p2, ..., pN ]T and the binary vector b and y

difference co-array for the general minimum-redundant array
initiates from the beginning and extends as much as possible.

We also extend the minimum-redundant array to applicative
goals, i.e., the MRA design under array aperture constraint and
reduced mutual coupling scenario separately. Unlike the NRA,
this is ensured by designing the minimum-redundant arrays
such that the resulting co-array has one and only one lag with
values 1, . . . , L, where L is a small positive integer:

SNp

[
IL 0
0 0

]
=

[
1L

0N−1−L

]
(25)

and

SNp

[
0 0
0 IN−1−L

]
�
[

0L

1N−1−L

]
(26)

Remark 2: It should be noted, for a MRA, the array aperture
range is N ≤M ≤N2, α≥M and no upper bound is required.

Remark 3: In scenarios where the minimum-redundant array
is not unique, the proposed algorithm can obtain a minimum-
redundant array while minimizing mutual coupling. Taking
model (22) as an example, we first note that the number of zero
elements in vectorb1 is equal tow(1). Then, to reducew(1) and
thereby reduce mutual coupling, we can modify the objective
function of model (22) as

maximize
p,b,y

1T
Uy +

1

U + 1
1T
Ub1 (27)

Note that the coefficient 1
U+1 plays a trade-off role, allowing

for the optimization to first maximize 1T
Uy and then maximize

1T
Ub1. Similarly, if we consider w(1), w(2), and w(3), simul-

taneously, we can reduce mutual coupling by modifying the
objective function as

maximize
p,b,y

1T
U

[
y +

1

U + 1
b1 +

1

(U + 1)2
b2 +

1

(U + 1)3
b3

]

(28)

V. NON-REDUNDANT AND MINIMUM-REDUNDANT LINEAR

SPARSE ARRAY DESIGN WITH 2qTH-ORDER CUMULANTS

In this section, we extend the proposed framework to handle
2qth-order cumulants. Recently, these algorithms have been fur-
ther expanded to process arbitrary even-order (2q) cumulants of
the data, leading to a new family of DOA estimation algorithms
known as the 2q MUSIC methods. It has been demonstrated that
the identifiability, resolution performance, and robustness of
these 2q MUSIC algorithms improve with increasing q, thereby
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enhancing the processing capabilities of 2qth-order cumulant-
based methods. The higher performance of these 2q MUSIC
methods can be due to a deeper connection between the 2qth-
order cumulants and the higher-order virtual array, which ef-
fectively behaves like a much longer array compared to the
physical array. Sections II-IV are all based on difference co-
arrays, which are primarily related to second-order cumulants.
However, by considering 2qth-order difference co-arrays, we
can effectively deal with 2qth-order cumulants.

A. 2qth-Order Circular Cumulants and Difference Co-Array

The signal model has been introduced in Equation (1). The
2qth-order circular cumulants of the signal vector x(t) with
orientation u(u ∈ [0, q − 1]) is

C2q,x(u) =

K∑

k=1

c2q,sk

[
a(θk)

⊗u ⊗ a(θk)
∗⊗(q−u)

]

×
[
a(θk)

⊗u ⊗ a(θk)
∗⊗(q−u)

]H
+ σ2

uINq · δ(q − 1) (29)

where the noise power is denoted by σ2
u and the vector a(θk)⊗u

is defined as a(θk) with the Kronecker product ⊗ utilized u− 1
times.

Then vectorizing the cumulant matrix C2q,x(u), we get the
array manifold of 2qth-order virtual array:

V(θ) = [v(θ1),v(θ2), . . . ,v(θK)] (30)

where

v(θk) =
[
a(θk)

⊗u ⊗ a(θk)
∗⊗(q−u)

]∗

⊗
[
a(θk)

⊗u ⊗ a(θk)
∗⊗(q−u)

]
(31)

The distinct columns of V act as the virtual array manifold
of an extended array aperture. As proved in [43], v(θk) is
independent of the orientation u. The positions of this virtual
array is termed as the 2qth-order difference co-array of the
original array and can be represented by the set Dq , which can
be expressed as:

Dq =

⎧
⎨

⎩

q∑

i=1

pni
−

2q∑

j=q+1

pnj
| pni

, pnj
∈ P

⎫
⎬

⎭ (32)

where pni
and pnj

take values from the set of physical array
positions P.

In the context of an N -sensor physical array, the 2qth-order
difference co-array Dq contains a maximum of N2q lags, ac-
counting for redundancies. Consequently, the cardinality of Dq

is bounded by O(N2q), signifying that no array can possess
more elements in its 2qth-order difference co-array than this
upper limit.

B. ILP Framework With 2qth-Order Difference Co-Array

In contrast to the case of q = 1, when q ≥ 2, it is necessary
to consider all possible 2qth-order difference co-array lags,
even though the 2qth-order difference co-array is inherently
symmetric around lag 0. This complexity arises when q ≥ 2,

as the arrangement of lags becomes more intricate, making it
difficult to determine which lags are positive without knowing
the exact positions of the array elements.

First, let’s deconstruct Dq:

Dq =

⎧
⎨

⎩

q∑

i=1

pni
−

2q∑

j=q+1

pnj
| pni

, pnj
∈ P

⎫
⎬

⎭ (33)

=

⎧
⎨

⎩pni
− pnj

+

q−1∑

i=1

pni
−

2q−1∑

j=q+1

pnj
| pni

, pnj
∈ P

⎫
⎬

⎭
(34)

Hence, a new matrix Gq ∈ R
Eq×N is constructed to guarantee

that Gqp contains all possible 2qth-order difference co-array
lags. And we define a matrix Γq ∈ R

Fq×N that contains all the
difference co-array lags, except for repeated vectors, i.e., we
remove the redundant row vectors in Gq , Γq � unique(Gq).
When q = 1, we have

G1 =

⎡

⎢⎢⎢⎢⎢⎣

−J
J
0T

...
0T

⎤

⎥⎥⎥⎥⎥⎦
∈ R

E1×N Γ1 =

⎡

⎣
−J
J
0T

⎤

⎦ ∈ R
F1×N (35)

where E1 =N2. Hence, combining (34), when q = 2, we have

G2 = 1F1
⊗ Γ1 + Γ1 ⊗ 1F1

∈ R
E2×N (36)

where E2 = F 2
1 . Then we remove the redundant row vectors in

G2 to get Γ2 ∈ R
F2×N . And when q = 3, we can know:

G3 = 1F2
⊗ Γ1 + Γ2 ⊗ 1F1

∈ R
E3×N (37)

where E3 = F1F2. Similarly, by removing the redundant row
vectors in G3 to get Γ3 ∈ R

F3×N . Then it is not difficult to
extend to the case where q > 2:

Gq = 1Fq−1
⊗ Γ1 + Γq−1 ⊗ 1F1

∈ R
Eq×N (38)

where Eq = F1Fq−1. Likewise, by removing the redundant row
vectors in Gq to get Γq ∈ R

Fq×N , i.e., Γq � unique(Gq).
Moreover, the symmetry still exists in higher order cumu-

lants, only positive lags need to be considered. Hence, we define
Fq+ = (Fq − 1)/2 to simplify the expression. Thus, a form
of the ILP optimization problem for extracting non-redundant
arrays can be given as:

minimize
p,b

pN (39a)

subject to SNp� 1N−1 (39b)

− αb� 1M ⊗ Γqp− h⊗ 1Fq
� αb (39c)

(IM ⊗ 1T
Fq
)b� (Fq − 1) · 1M (39d)

1T
FqMb= FqM − Fq+ (39e)

b ∈ {0, 1}FqM (39f)

p ∈ Z
N
+ (39g)

Authorized licensed use limited to: University of Electronic Science and Tech of China. Downloaded on November 03,2024 at 12:55:13 UTC from IEEE Xplore.  Restrictions apply. 



ZHUANG et al.: SPARSE ARRAY DESIGN VIA INTEGER LINEAR PROGRAMMING 4819

Algorithm 4 The 2qth-Order NRA Design Algorithm
1: Input: N , α, M , and q
2: construct SN and h by (7) and (10), respectively
3: construct Gq by (38) and Γq � unique(Gq)
4: obtain the model (39) and solve it using ILP solver
5: Output: the array elements position vector p= [p1,

p2, ..., pN ]T and the binary vector b

The ILP optimization problem for minimum-redundant arrays
in the restricted case is formulated in the following form:

maximize
p,b,y

1T
Fq+

y (40a)

subject to SNp� 1N−1 (40b)

SFq+
y � 0Fq+−1 (40c)

− αb� 1Fq
⊗ Γqp− uq ⊗ 1Fq

� αb (40d)

Fq · (1Fq+
− y)� (IFq+

⊗ 1T
Fq
)b (40e)

(IFq+
⊗ 1T

Fq
)b� Fq · 1Fq+

− y (40f)

1T
Fq+Fq

b= FqFq+ − Fq+ (40g)

b ∈ {0, 1}FqFq+ (40h)

y ∈ {0, 1}Fq+ (40i)

p ∈ Z
N
+ (40j)

where uq = [1, 2, . . . , Fq+]
T .

The general case optimization problem for minimum-
redundant arrays can be formulated as:

maximize
p,b,y

rTy (41a)

subject to SNp� 1N−1 (41b)

− αb� 1M ⊗ Γqp− h⊗ 1Fq
� αb (41c)

(IM ⊗ 1T
Fq
)b� Fq · 1M − y (41d)

1T
FqMb= FqM − Fq+ (41e)

b ∈ {0, 1}FqM (41f)

y ∈ {0, 1}M (41g)

p ∈ Z
N
+ (41h)

where r= [βH−1, βH−2, . . . , 1]T , β > 1.
The design algorithm flow of the 2qth-order NRA is summa-

rized in Algorithm 4. The design flow of the 2qth-order MRA
can be obtained by combining (40) and (41) and modifying it
with reference to Algorithm 4. In addition, their generalized
arrays can also be adjusted and modified with reference to the
second-order case.

Comparing the array design framework when q = 1 to the
framework when q ≥ 2, it is evident that the latter become
more complex. However, by simply adapting the matrix used
to generate difference co-array elements, the design framework
can be extended to higher-order arrays. This indicates that our
array design can be readily extended to higher-order arrays, a
proposition substantiated by subsequent simulations that con-
firmed its effectiveness.

Fig. 1. Array structures of different types of 6-element sparse arrays under
consideration. (a) Nested array. (b) Co-prime array. (c) Super nested array.
(d) MISC array. (e) Optimized non-redundant array. (f) Proposed non-
redundant array.

Fig. 2. Difference co-arrays of different types of 6-element sparse arrays.
(a) Nested array. (b) Co-prime array. (c) Super nested array. (d) MISC array.
(e) Optimized non-redundant array. (f) Proposed non-redundant array.

VI. SIMULATION RESULTS

In this section, we provide numerical examples to illustrate
the superiority of the proposed array designs in terms of number
of DOFs, weight functions, DOA estimation performance, and
mutual coupling effects compared to popular array structures
of nested array (NA) [11], co-prime array (CPA) [14], super
nested array (SNA) [22], MISC array [26] and optimized non-
redundant array (ONRA) [9]. In our simulations, we use Gurobi
[47] to solve the ILP models1.

A. Non-Redundant Linear Sparse Array

In the first simulation example, we compare the performance
of the proposed NRA (PNRA), NA, CPA, SNA, ONRA and
MISC array. Each of these arrays contains 6 elements, and their
distribution and DCAs are shown in Figs. 1 and 2, respectively.

From Fig. 2, we notice that the DCAs of some arrays are not
hole-free, so it is necessary to use the array interpolation method
[49] to fill the holes first, and then use the MUSIC algorithm
for DOA estimation. Moreover, in subsequent simulations, we
use the relaxed optimization framework to obtain a simulated
hole-free array. For details, please refer to Equation (44) of
[9]. In the framework, the regularization parameter in the array
interpolation algorithm are uniformly set to 0.25.

We compare the DOA estimation performance of all the ar-
rays under consideration. The scenario involves six sensors and

1The MATLAB codes for the proposed method are available online at
https://zhangxuejing7.github.io/HomePage/.
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Fig. 3. The MUSIC spectra for different types of 6-element sparse arrays.
Q= 13 sources uniformly distributed in [−60◦, 60◦], the number of snap-
shots Ns is 500, SNR is 0 dB. (a) Nested array. (b) Co-prime array. (c) Super
nested array. (d) MISC array. (e) Optimized non-redundant array. (f) Proposed
non-redundant array.

Q= 13 sources uniformly distributed in [−60◦, 60◦]. We set the
number of snapshots Ns to 500 and the input signal-to-noise
ratio (SNR) to 0 dB. And SNR = 20log10(Powers/Powern),
which Powers and Powern are the power of signal and of
noise, respectively. Mutual coupling among the sensors is ig-
nored in this subsection.

Fig. 3 shows the MUSIC spectra for NA, CPA, SNA, MISC,
ONRA and PNRA, respectively. It is evident that the first three
arrays are unable to fully identify the thirteen signal sources due
to their limited DOF. In contrast, the remaining arrays success-
fully identify all the sources. In addition, it should be noted that
although the difference co-array of the proposed non-redundant
array is the same as that of the optimized non-redundant array
(see Fig. 2(e) and 2(f)), the MUSIC spectra of the two methods
are different. This reason is that their original array distributions
(see Fig. 1(e) and 1(f)) are different. We use the data received by
the original array for covariance reconstruction, and different
array distributions naturally correspond to different MUSIC
spectra.

Fig. 4. RMSE of DOA estimates. Q= 3 sources are located at
[−5◦, 0◦, 7◦]. (a) RMSE versus the number of snapshots (Ns). SNR is 0 dB.
(b) RMSE versus SNR. The number of snapshots Ns is 500.

The results of the root mean squared error (RMSE) for vari-
ous arrays, are shown in Fig. 4, which is based on 1000 Monte
Carlo trials. In our simulations, we considered three signal
sources, with true DOA set at −5◦, 0◦ and 7◦, respectively.
In addition, for a more comprehensive comparison, we also
added the EGCA [20] and EMISC [28] for comparison. Their
array element position vectors p are [0, 1, 2, 6, 7, 10, 13]T and
[0, 3, 5, 7, 12, 20, 28, 30, 31, 34]T . Due to the composition rules,
EGCA consists of at least 7 array elements and EMISC consists
of at least 10 array elements, so we will not compare them in
terms of degrees of freedom and difference co-arrays. Fig. 4(a)
illustrates the variation of RMSE as a function of the numbers of
snapshots while SNR = 0dB. Notably, the RMSE for all arrays
consistently reduces as the Ns increases. Remarkably, the pro-
posed array exhibits consistently low RMSE. This observation
is further reinforced by Fig. 4(b), which depicts the RMSE as
a function of the SNR while Ns = 500.

B. Generalized Non-Redundant Linear Sparse Array

In this subsection, we analyze the DOA estimation perfor-
mance of generalized NRA. For comparison, we select [9] as
the benchmark, given that arrays like NA lack the capabilities
of achieving the desired aperture and reduced mutual coupling.
The number of data snapshots and the fixed SNR remain at 500
and 0 dB, respectively.

We consider three cases, namely the proposed non-redundant
array with desired aperture (PNRAda), reduced mutual cou-
pling (PNRAmc), and the hybrid NRA (PNRAhy), correspond-
ing to ONRAda, ONRAmc and ONRAhy proposed in [9]. In
the simulations, we set the desired aperture A to 25 and the
parameter L related to reducing mutual coupling to 1. The
distribution and DCAs of these arrays are shown in Figs. 5 and
6, respectively. It can be seen from Fig. 6 that w(1) of the NRA
with reduced mutual coupling and the hybrid NRA no longer
exists.

Figs. 7–9 show the MUSIC spectra of generalized non-
redundant linear sparse arrays. The solid lines represent the
results obtained without considering mutual coupling, whereas
the blue dotted lines represent the results when mutual coupling
is taken into account with |c1|= 0.5. |c1| is the coupling coef-
ficient between two array elements with a distance of λ/2 and
|ci|/|cj |= j/i.
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Fig. 5. Array structures of different types of 6-element generalized non-
redundant linear sparse arrays. (a) Optimized non-redundant array with
desired aperture. (b) Proposed non-redundant array with desired aperture.
(c) Optimized non-redundant array with reduced mutual coupling. (d) Pro-
posed non-redundant array with reduced mutual coupling. (e) Optimized
hybrid non-redundant array. (f) Proposed hybrid non-redundant array.

Fig. 6. Difference co-arrays of different types of generalized non-redundant
linear sparse arrays. (a) Optimized non-redundant array with desired aperture.
(b) Proposed non-redundant array with desired aperture. (c) Optimized non-
redundant array with reduced mutual coupling. (d) Proposed non-redundant
array with reduced mutual coupling. (e) Optimized hybrid non-redundant
array. (f) Proposed hybrid non-redundant array.

Fig. 7. The MUSIC spectra for different types of 6-element generalized
non-redundant linear sparse arrays. Q= 17 sources uniformly distributed in
[−40◦, 40◦], the number of snapshots Ns is 500, SNR is 0 dB. (a) Optimized
non-redundant array with desired aperture. (b) Proposed non-redundant array
with desired aperture.

In Fig. 7(a) and 7(b), we present the angle estimation results
for a non-redundant array with the desired aperture. The sce-
nario consists of Q= 17 sources uniformly distributed within
the angular range [−40◦, 40◦]. From the figures, it is evident
that both ONRAda and PNRAda successfully separate all 17
signal sources. Nevertheless, when considering the influence
of mutual coupling, both arrays experience missed detections,
resulting in a reduced number of resolvable signal sources.

In Fig. 8(a) and 8(b), we present a comparison of the DOA
estimation performance between ONRAmc and PNRAmc. The
scenario includes Q= 13 sources uniformly distributed within
the angular range [−48◦, 48◦]. Both arrays successfully identify

Fig. 8. The MUSIC spectra for different types of 6-element general-
ized non-redundant linear sparse arrays. Q= 13 sources uniformly distri-
buted in [−48◦, 48◦], the number of snapshots Ns is 500, SNR is 0 dB. (a)
Optimized non-redundant array with reduced mutual coupling. (b) Proposed
non-redundant array with reduced mutual coupling.

Fig. 9. The MUSIC spectra for different types of 6-element generalized
non-redundant linear sparse arrays. Q= 15 sources uniformly distributed in
[−70◦, 70◦], the number of snapshots Ns is 500, SNR is 0 dB. (a) Optimized
hybrid non-redundant array. (b) Proposed hybrid non-redundant array.

all 13 sources, although when mutual coupling is taken into ac-
count, the DOA estimation accuracy of the arrays is noticeably
reduced.

Similar trends are observed for ONRAhy and PNRAhy, as
shown in Fig. 9(a) and 9(b), respectively. In this simulation,
there are 15 signal sources evenly distributed across the range
of [−70◦, 70◦]. Even though the accuracy of DOA estimation
decreases significantly when mutual coupling is considered,
both arrays are capable of detecting all 15 sources.

In Fig. 10, the variation of DOA estimation RMSE as a
function of the mutual coupling coefficient of the three gen-
eralized NRAs is shown under the conditions of SNR = 0dB
and Ns = 500. The signal sources in Fig. 10(a) are close, with
angles of 0◦ and 6◦ respectively. We can find that the arrays ON-
RAmc, ONRAhy, PNRAmc, and PNRAhy with w(1) = 0 have
lower RMSE than ONRAda and PNRAda with unconstrained
mutual coupling. In Fig. 10(b), there are five signal sources
spaced far apart, with angles evenly distributed in [−20◦, 20◦].
Similarly, ONRAmc, ONRAhy, PNRAmc, and PNRAhy have
lower RMSE than ONRAda and PNRAda. This shows that our
operation to reduce the influence of mutual coupling is effective.

Table I presents the weight function analysis of generalized
NRA. The values of w(2) for all six arrays are consistently 1.
However, in the four arrays designed to reduce mutual coupling,
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Fig. 10. RMSE of DOA estimates. The number of snapshots Ns is 500,
SNR is 0 dB. (a) RMSE versus |c1| with two sources at [0◦, 6◦]. (b) RMSE
versus |c1| with five sources at [−20◦,−10◦, 0◦, 10◦, 20◦].

TABLE I
WEIGHT FUNCTION COMPARISON OF DIFFERENT ARRAYS

Arrays w(1) w(2)

ONRAda 1 1

PNRAda 1 1

ONRAmc 0 1

PNRAmc 0 1

ONRAhy 0 1

PNRAhy 0 1

the values of w(1) are uniformly zero. This substantiates the
effectiveness of our framework.

C. Minimum-Redundant Linear Sparse Array

In this subsection, we conduct simulations to compare the
DOA estimation performance of the MRA and its generalized
array design framework proposed in this paper. The concept of
MRA encompasses two definitions: MRA under restricted case
(PMRAr) and general case (PMRAg). As with the generalized
non-redundant array, we consider three scenarios for the MRA:
the MRA with desired aperture (PMRArda, PMRAgda), the
MRA with reduced mutual coupling (PMRArmc, PMRAgmc),
and the hybrid MRA (PMRArhy, PMRAghy), satisfying the
first two requirements simultaneously.

In the simulation, we set the desired array aperture to 10
for the restricted MRA, and 16 for the general MRA. All the
decoupling-related parameters L are set to 2. The configurations
of MRA, its generalized array, and the difference co-array are
shown in Figs. 11 and 12, respectively.

Then, we compare the DOA estimation performance of
MRAs, and the corresponding MUSIC spectrum is shown in
Fig. 13. In this simulation, we utilized 9 signal sources evenly
distributed within [−60◦, 60◦], with Ns = 500, and SNR = 0
dB. As observed from Fig. 13, all arrays identify 9 sources.
However, the performance of restricted MRA outperforms that
of general MRA. For instance, while PMRAg, PMRAgda, and
PMRAgmc can distinguish all signal sources, they exhibit sig-
nificant errors. Additionally, PMRAghy even introduced a false
signal source. These limitations stem from the discontinuous
DCA in the general MRA, rendering it unsuitable for direct
DOA estimation using the MUSIC algorithm. As previously

Fig. 11. Array structures of different types of MRA and general-
ized MRA. (a) Proposed minimum-redundant array under restricted case.
(b) Proposed minimum-redundant array under general case. (c) Pro-
posed minimum-redundant array under restricted case with desired aperture.
(d) Proposed minimum-redundant array under general case with desired
aperture. (e) Proposed minimum-redundant array under restricted case with re-
duced mutual coupling. (f) Proposed minimum-redundant array under general
case with reduced mutual coupling. (g) Proposed hybrid minimum-redundant
array under restricted case. (h) Proposed hybrid minimum-redundant array
under general case.

Fig. 12. Difference co-arrays of different types of MRA and general-
ized MRA. (a) Proposed minimum-redundant array under restricted case.
(b) Proposed minimum-redundant array under general case. (c) Proposed
minimum-redundant array under restricted case with desired aperture. (d) Pro-
posed minimum-redundant array under general case with desired aperture.
(e) Proposed minimum-redundant array under restricted case with reduced
mutual coupling. (f) Proposed minimum-redundant array under general case
with reduced mutual coupling. (g) Proposed hybrid minimum-redundant array
under restricted case. (h) Proposed hybrid minimum-redundant array under
general case.

mentioned, we employed an array interpolation algorithm to
address the holes in the DCA, leading to errors in the DOA
estimation. For the same reason, a longer virtual array aperture
does not necessarily imply an improved estimation accuracy.

In Fig. 14, we investigate the relationship between the DOA
estimation performance of MRAs and the coupling coefficient
|c1|. We consider two distinct scenarios: the first one involves
two signal sources located close to each other at angles 0◦ and
6◦, as shown in Fig. 14(a). The second one comprises five signal
sources widely distributed within the range of [−20◦, 20◦], as
depicted in Fig. 14(b). For both scenarios, we employ 500
snapshots and set the SNR to 0 dB.
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Fig. 13. The MUSIC spectra for different types of MRA and generalized
MRA. Q= 13 sources uniformly distributed in [−60◦, 60◦], the number
of snapshots Ns is 500, SNR is 0 dB. (a) Proposed minimum-redundant
array under restricted case. (b) Proposed minimum-redundant array under
general case. (c) Proposed minimum-redundant array under restricted case
with desired aperture. (d) Proposed minimum-redundant array under general
case with desired aperture. (e) Proposed minimum-redundant array under re-
stricted case with reduced mutual coupling. (f) Proposed minimum-redundant
array under general case with reduced mutual coupling. (g) Proposed hy-
brid minimum-redundant array under restricted case. (h) Proposed hybrid
minimum-redundant array under general case.

From Fig. 14(a), it is evident that when signal sources are in
close proximity, the RMSE of all restricted MRAs is smaller
than that of general MRA. This observation indicates that
restrict MRAs exhibit superior performance when the signal
sources are close. Additionally, after decoupling processing, the
RMSE of PMRArmc and PMRArhy is improved compared to
PMRAr and PMRArda, which aligns with the trends observed
in general MRAs. In Fig. 14(b), the performance of PMRAgmc

Fig. 14. RMSE of DOA estimates. The number of snapshots Ns is 500,
SNR is 0 dB. (a) RMSE versus |c1| with two sources at [0◦, 6◦]. (b) RMSE
versus |c1| with five sources at [−20◦,−10◦, 0◦, 10◦, 20◦].

Fig. 15. Array structures of different types of 4-element 2q-level non-
redundant and minimum-redundant linear sparse arrays (q = 2). (a) Proposed
2q-level non-redundant array. (b) Proposed 2q-level minimum-redundant array
under restricted case. (c) Proposed 2q-level minimum-redundant array under
general case.

and PMRAghy is better than that of PMRAr. This is due to the
signal sources being widely spaced, reducing the requirement
for DCA continuity. Overall, the errors of all arrays increase
with the rise of |c1|, and when the signal sources are far apart,
the arrays exhibit more accurate resolution.

D. 2qth-Order NRA and MRA

To demonstrate the feasibility of the proposed framework for
high-order cumulants, we consider the case of q = 2, which
involves a non-redundant array (PNRA2q) and two types of
minimum-redundant arrays (PMRAr2q and PMRAg2q) using
fourth-order cumulants. Figs. 15 and 16 illustrate their array
element locations and 2qth-order difference co-arrays (q = 2),
respectively.

The effectiveness of our proposed framework in 2qth-order
array design is evident from Fig. 16, where it can be observed
that the 2qth-order difference co-arrays meet the design re-
quirements of non-redundant and minimum-redundant arrays.
This demonstrates the success and validity of our proposed
framework in 2qth-order array design.

To compare with the latest work, we consider the fractal
geometry method in [45]. It utilizes a small array as a gen-
erator and employs fractal geometry to expand this generator
into a large array, which can inherit certain properties of the
generator. The fractal geometry approach allows for the rapid
and convenient generation of large arrays. However, it should
be noted that the redundancy property can not be inherited. To
show the above point, Table II analyzes the result of sparse
array design using the fractal geometry method with [0, 1, 3] as
the generator array. we denote the resulting fourth-order large
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Fig. 16. 2q-level difference co-arrays of different types of 4-element 2q-level non-redundant and minimum-redundant linear sparse arrays (q = 2). (a) Propo-
sed 2q-level non-redundant array. (b) Proposed 2q-level minimum-redundant array under restricted case. (c) Proposed 2q-level minimum-redundant array under
general case.

TABLE II
DIFFERENTIAL ARRAY ANALYSIS OF 4TH-O-FRACTAL IN [45]

Generator Array 0,1,3

4th-O-Fractal
0,1,3,7,8,10,21,22,24,73,171,
367,416,514,1053,1102,1200

Number of elements in 4-level
DCA

18905

Number of redundant
elements in 4 level DCA

(except 0)
15142

Number of holes in DCA 1164

array as 4th-O-Fractal. It is observed that while the generator
array is a minimum-redundant and non-redundant array, the
difference co-array of expanded 4th-O-Fractal array contains
15142 redundant array elements and 1164 holes. Consequently,
the generated high-order array is neither non-redundant nor a
minimum redundant array, indicating it does not satisfy the re-
dundancy requirements for the given number of array elements.
In contrast, the proposed method can achieve optimal design for
non-redundant or minimum-redundant arrays, although it may
require longer computation time when designing large arrays.

VII. CONCLUSION

This paper concerns the concepts of non-redundant ar-
rays and minimum-redundant arrays, thereby identifying key
conditions that must be met in array design. Subsequently,
we proposed a novel framework for sparse array design us-
ing integer programming. By formulating non-redundant and
minimum-redundant array designs as integer linear program-
ming problems, we have enabled flexible array design with
specific constraints. Our approach accommodates redundancy
requirements and practical limitations simultaneously, and even
extending to higher-order moment scenarios.

To demonstrate the effectiveness of the proposed framework,
extensive simulations were performed and the results showed
that arrays meeting specific requirements can be generated us-
ing the framework. Furthermore, DOA estimation performance
evaluation shows clear advantages compared to other existing
methods. The proposed framework allows to design arrays with
desirable properties and to achieve reliable DOA estimation
accuracy.
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